EXPERIMENTAL VERIFICATION OF THE SELF-DRIVEN ALGORITHMS FOR SOLVING MAX-SUM LABELING PROBLEMS

Introduction. Max-sum labeling problems play an essential role in modern pattern recognition and can be used with other methods and a stand-alone approach. An essential step in building a pattern recognition system is the choice of an algorithm to solve the problem, which may require experimentation with different algorithms. This fires a need for software that allows solving different problems with the help of different algorithms for further analysis of the results of experiments and the final selection of the algorithm.

The purpose of the paper is to demonstrate the capabilities of the developed software for solving max-sum labeling problems.

Results. The software containing various algorithms for solving max-sum labeling problems was developed and experimentally tested. The program operation is shown on the example of image processing problems based on labeling: color image restoration, binary image denoising, posterization and binocular stereo vision.

Conclusions. The software described in the article verifies in practice the correctness of the self-driven algorithm for solving max-sum labeling problems. The application allows the operator to choose an algorithm for the labeling task and configure its parameters. This program will be helpful for developers of computer vision systems based on labeling problems and undergraduates, graduate students, and researchers studying structural pattern recognition methods.
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INTRODUCTION

Such applied problems of image recognition as segmentation [1–3], stereo vision [4, 5] and many others [6–10] are reducible to the solution of particular discrete optimization problems. Although they seem very different, they can be formal-
ized in a unified format, known as a labeling problem. These problems belong to the EXP-APX complexity class [11], so the general algorithm for their solution, even an approximate one, is very unlikely to exist. Known algorithms, described in [10], solve different subclasses of these problems or look for an approximate solution whenever possible. An important subclass is supermodular problems, but determining whether a problem is supermodular is a complex problem. To address these difficulties, works [12, 13] propose self-driven algorithms for solving labeling problems. The algorithm is guaranteed either to find one of the optimal labelings or to answer "the problem is not supermodular," ensuring the correctness of the answer. Self-driving means it is up to the algorithm to "decide" which of these two questions to answer.

Even though there are many different methods and algorithms for image recognition, developing applied systems is still time-consuming because each developer should use known recognition methods and create tools for debugging and fine-tuning the algorithms. Available libraries of computer vision provide significant assistance in creating image recognition systems. The most famous is OpenCV (Open Source Computer Vision Library) — a library containing algorithms for computer vision, image processing and general-purpose numerical algorithms [14]. Some libraries specialize in random fields, in particular, in solving labeling problems: Darwin [15], DGM (Direct Graphical Models C++ library) [16, 17], libDAI (Library for Discrete Approximate Inference in Graphical Models) [18], OpenGM [19, 20], pgmpy [21], and others.

The article describes software that implements algorithms for solving max-sum labeling problems, namely dynamic programming [10, 22], diffusion algorithm [10, 12], subgradient descent algorithm [10, 23], as well as self-driven algorithms [12, 13]. The examples of several practical computer vision problems illustrate the program's work.

FORMULATION OF LABELING PROBLEM

Let us introduce a finite set $T$ of objects and a finite set $D$ of labels and define a structure $\Gamma \subset 2^T$ of a neighborhood on the set of objects. Let us state that every element $\{t, t\}' = \gamma \in \Gamma$, $|\gamma| = 2$ of the neighborhood structure contains two objects called neighbors. Labeling is a function $d: T \rightarrow D$ that assigns a single label to each object. A pair $(t, \ell) \in T \times D$, $t \in T$, $\ell \in D$ is called a vertex, and a pair $((t, \ell), (t', \ell'))$ of vertices, where $\ell \in D$, $\ell' \in D$ and $\{t, t\}' \in \Gamma$, is called an edge. A function $q: T \times D \rightarrow R$ defines the weights of vertices, and a function $q: \Gamma \times D^2 \rightarrow R$ defines the weights of edges. The cost function is

$$G(d) = \sum_{t \in T} q_t(d(t)) + \sum_{\gamma \in \Gamma} g_\gamma(d(t), d(t')).$$

The labeling problem is finding such a labeling $d$ that maximizes the cost function.

Dynamic programming [10, 22], diffusion algorithm [10, 12], and subgradient descent algorithm [10, 23], in particular self-driven [12, 13] are implemented in the program to solve the max-sum labeling problem.
The purpose of the paper is to demonstrate the capabilities of the developed software for solving max-sum labeling problems.

WAYS OF OBTAINING LABELING AFTER THE OPERATION OF AN ITERATIVE ALGORITHM

Three methods of obtaining labeling after the operation of the diffusion or subgradient descent algorithm have been implemented.

The naive method chooses such a label \( d(t) \) for each object \( t \in T \) from which the heaviest edge comes:

\[
d(t) \in \arg \max_{\ell \in D} \max_{\ell' \in D} g_{\{t, t'\}}(\ell, \ell').
\]

The minimax method selects such labeling that minimizes the maximal gap \( \varepsilon \) between weights of the heaviest edges and the edges of the chosen labeling in each pair of neighbors:

\[
d \in \arg \min_{d \in T} \max_{\{t, t'\} \in \Gamma} \varepsilon_{\{t, t'\}}(d(t), d(t')),
\]

\[
\varepsilon_{\{t, t'\}}(d(t), d(t')) = \max_{\ell \in D} \min_{\ell' \in D} g_{\{t, t'\}}(\ell, \ell') - g_{\{t, t'\}}(d(t), d(t')).
\]

The solution of the given minimax problem is implemented in the program as a generalized arc-consistency enforcing algorithm [10, 24, 25], where instead of operations \( \lor \) and \( \land \) we use \( \min \) and \( \max \), respectively.

Self-driven algorithms can find the optimal labeling for a problem with integer weights or determine whether the problem is not supermodular. They are described in [12, 13].

EXAMPLES OF IMAGE PROCESSING PROBLEMS BASED ON LABELING

The program implements the solution to the following problems based on labeling problems: color image restoration, binary image denoising, posterization and binocular stereo vision [9]. The program uses a neighborhood structure with four neighboring pixels. Pixel brightness takes values from 0 to 255. The set of brightnesses is denoted by \( C \).

Binary image denoising. The input is a grayscale image \( x: T \rightarrow C \). The set of labels \( D = \{\min C, \max C\} \) contains two elements. The weights of vertices are

\[
q_t(d) = -|x(t) - d|, \forall d \in D,
\]

where \( x(t) \) is the brightness of the pixel \( t \).

Color image posterization. The input is a color image. For each color channel, the program solves the labeling problem separately. The output image uses the set of colors that the user indirectly determines by specifying it as an argument of the program the number \( n \geq 2 \) of desired colors (labels), the value of which is calculated as
The weights of vertices are
\[ q_i(d) = -|x(t) - d|, \forall d \in D, \]
where \( x(t) \) is the brightness of the pixel \( t \).

**Color image restoration.** The input is a color image. For each color channel, the program solves the labeling problem separately. It uses the same set of labels, which are used for the posterization problem. The task is to replace the pixel colors with those corresponding to their neighbors in the image. The user specifies a special brightness \( c \in C \) (for example, 0), corresponding to the damaged parts of the image, indicating that their colors must be calculated depending on the colors of the neighboring pixels, regardless of their initial brightness. The weights of the vertices are
\[ q_i(d) = -|x(t) - d| \left\{ x(t) \neq c \right\}, d \in D. \]

**Binocular stereo vision.** The task is to find a disparity map of two images. The input consists of two images \( T_1 \) and \( T_2 \) and the maximal disparity \( D_{\text{max}} \). The set of labels is \( D = \{0, \ldots, D_{\text{max}}\} \). The weights of vertices are
\[ q_i(d) = -|x_1(t) - x_2(t + d(t))|, d \in D, t + d(t) \notin T_2, \]
\[ q_i(d) = -\infty, d \in D, t + d(t) \notin T_2 \]
where \( x_1(t) \) is the brightness of the pixel \( t \) on the left image, \( x_2(t) \) is the brightness of the pixel \( t \) on the right image, and \( d(t) \) is the disparity of the pixel \( t \) on the right image relative to the corresponding pixel of the left image.

**PROGRAM EXECUTION**

The max-sum-2022.exe program should be executed in the command line with the algorithm's arguments given. Schematically, the program call looks like
```
max-sum-2022.exe
  problem--argument1 value1 --argument2 value2 ...
  penalty--argument1 value1 --argument2 value2 ...
  solver--argument1 value1 --argument2 value2 ...
  rounding--argument1 value1 --argument2 value2 ...
```

First, the name of the problem and its arguments are determined, then the type of penalty function with arguments, then the name of the algorithm for obtaining the solution of the problem and its arguments and for some algorithms, the method of obtaining the labeling must be chosen after the op-
eration of the algorithm for finding the optimum. Arguments can be specified in any order. The problem's name must be entered without additional marks and two minuses (--) must be written before the name of each argument. It can be omitted if an argument is told to have a default value. To use the value $+\infty$, the operator should write “inf”. For example, to choose an untruncated penalty function, the operator can write--threshold inf or not use this argument because infinity is the default value.

**EXAMPLES OF THE PROGRAM OPERATION**

The following are examples of commands that launch the program to solve the specified problems with the specified arguments. Line breaks in the examples are for clarity.

**Stereo vision problem with two input images: “left.ppm” and “right.ppm”**. The maximum shift is 15. Write the result to the file “disparity-map.png” in the current folder (Fig. 1).

Use the penalty function

$$10 \cdot \min(9, |d - d'|^3)$$

and dynamic programming (Fig. 1):

max-sum-2022.exe
stereo--left left.ppm--right right.ppm
output disparity-map.png--max-disparity 15
Power--smoothness 10--threshold 9--power 3
dynamic-programming

![a) Image “left.ppm”](image1)
![b) Image “right.ppm”](image2)
![c) Result “disparity-map.png”](image3)

**Fig. 1.** An example of solving the problem of binocular stereo vision (0.2 seconds, source [26])
The task of restoring the image “damaged.png” by replacing all black pixels (color 0). Save the result in the file “inpainted.png” and use ten shades in each color channel. Use a linear penalty truncated to 2 with a smoothing of 0.2. That is a function \( 0.2 \cdot \min(2, |d - d'|) \). Perform a thousand iterations of the diffusion algorithm and then find the labeling according to the minimax principle (Fig. 2):

```
max-sum-2022.exe
    inpainting-picture damaged.png --output inpainted.png
    --empty-color 0--colors 10
    Linear--smoothness 0.2--threshold 2
    diffusion--iterations 1000
    minmax
```

The task of posterizing the image “colorful.jpg”. Leave only two colors in each channel and save the result in the “posterized.png” file. Use a quadratic penalty function with a smoothing of 100. Perform ten iterations of the diffusion algorithm and apply a naive method of obtaining labels (Fig. 3):

```
max-sum-2022.exe
    posterization --picture colorful.jpg
    --output posterized.png
    --colors 2
    Quadratic--smoothness 100
    diffusion--iterations 10
    naive
```
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Fig. 2. An example of solving the problem of restoring an image fragment (7 minutes, source: https://commons.wikimedia.org/wiki/File: Da_Vinci%27s_Mona_Lisa_with_original_colors_approximation.jpg)
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Fig. 3. An example of solving the problem of image posterization (2 seconds, source: https://commons.wikimedia.org/wiki/File:Colourful_Flower_01.JPG)

Fig. 4. An example of solving an image recovery problem (16 minutes)
The task of denoising the binary image “noisy.jpeg”. Save the result to the “restored.png” file. Use the Potts model [9] with smoothing 80. Check the solution every 100 iterations of subgradient descent. The step length for iteration $n$ is calculated according to the formula $10 \cdot n^{-0.5}$. Use the self-driven approach to find the labeling (Fig. 4):

```
max-sum-2022.exe
  restoration--picturenoisy.jpeg--outputrestored.png
  Potts--smoothness 80
  gradient--iterations 100--initial-step 10
  --attenuation 0.5
  self-driven
```

Thus the software containing various algorithms for solving max-sum labeling problems was developed and experimentally tested. The program operation is shown on the example of image processing problems based on labeling: color image restoration, binary image denoising, posterization, and binocular stereo vision.

CONCLUSION

The software described in the article verifies in practice the correctness of the self-driven algorithm for solving max-sum labeling problems. The application allows the operator to choose an algorithm for the labeling task and configure its parameters. This program will be helpful for developers of computer vision systems based on labeling problems and undergraduates, graduate students and researchers studying structural pattern recognition methods.
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ЕКСПЕРИМЕНТАЛЬНА ПЕРЕВІРКА АЛГОРИТМІВ РОЗВ’ЯЗАННЯ (MAX,+)—ЗАДАЧ РОЗМІТКИ ІЗ САМОКОНТРОЛЕМ  

Вступ. В сучасному розпізнаванні образів важливу роль відіграють (max, +)-задачі розмітки, які використовуються як самостійно, так і у сукупності з іншими методами. Важливим кроком побудови системи розпізнавання образів є вибір алгоритму розв’язання задачи, що може потребувати експериментування з різними алгоритмами. Через це виникає необхідність у програмному забезпеченні, яке даватиме змогу розв’язувати різні задачі за допомогою різних алгоритмів з метою подальшого аналізу результатів експериментів та остаточного вибору алгоритму.  

Мета. Продемонструвати можливості розробленого програмного забезпечення для розв’язання (max, +)-задач розмітки.  

Результати. Розроблено программне забезпечення, яке містить різні алгоритми розв’язання (max, +)-задач розмітки. Роботу програмного застосунку продемонстровано на прикладах реставрації колорового зображення, зміщення бінарного зображення, постереації та бінокулярного стереозору.  

Висновки. Розроблений програмний застосунок забезпечує перевірку правильності самокерованого алгоритму розв’язання задач маркування максимальної суми для виконання практичних завдань. За допомогою програми оператор вибирає відповідний алгоритм для розв’язання конкретного завдання маркування та налаштовує його параметри. Використання цього застосунка буде корисним для розробників систем комп’ютерного зору у завданнях, основаних на проблемах маркування, а також для студентів, аспірантів та дослідників, які вивчають методи структурного розпізнавання образів.  

Ключові слова: задачі розмітки, розпізнавання образів, комп’ютерний зір, програмне забезпечення.