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NEURAL DISTRIBUTED REPRESENTATIONS FOR ARTIFIGIAL
INTELLIGENGE AND MODELING OF THINKING

Introduction. Current progress in the field of specialized Artificial Intelligence is associated
with the use of Deep Neural Networks. However, they have a number of disadvantages: the need
for huge data sets for learning, the complexity of learning procedures, excessive specialization
for the training set, instability to adversarial attacks, lack of integration with knowledge of the
world, problems of operating with structures known as binding or composition problem. Over-
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coming these shortcomings is a necessary condition for advancing from specialized Artificial
Intelligence to general one, which requires the development of alternative approaches.

The purpose of the paper is to present an overview of research in this direction, which
has been carried out at the International Center for 25 years. The approach being developed
stems from the ideas of N. M. Amosov and his scientific school. Connections to the Hyperdi-
mensional Computing (HDC) and Vector Symbolic Architectures (VSA) field as well as to
current brain research are also provided.

Results. The concept of distributed data representation is outlined, including HDC/VSA
that are capable of representing various data structures. The developed paradigm of Associa-
tive-Projective Neural Networks is considered: codevector representation of data, superposi-
tion and binding operations, general architecture, transformation of data of various types into
codevectors, methods for solving problems and applications.

Conclusion. An adequate representation of data is one of the key issues within the Artifi-
cial Intelligence. The main area of research reviewed in this article is the problem of repre-
senting heterogeneous data in Artificial Intelligence systems in a unified format based on
modeling the neural organization of the brain and the mechanisms of thinking. The approach
under development is based on the hypothesis of distributed representation of information in
the brain and allows representing various types of data, from numeric values to graphs, as
vectors of large but fixed dimensionality.

The most important advantages of the developed approach are the possibility of natural
integration and efficient processing of various types of data and knowledge, a high degree of
parallel computing, reliability and resistance to noise, the possibility of hardware implemen-
tation with high performance and energy efficiency, data processing based on associative
similarity search — similar to how human memory works. This allows one to unify the meth-
ods, algorithms, and software and hardware for Artificial Intelligence systems, increase their
scalability in terms of speed and memory with an increase in data volume and complexity.

The research creates the basis for overcoming the shortcomings of current approaches
to the specialized Artificial Intelligence based on Deep Neural Networks and paves the way
for the creation of Artificial General Intelligence.

Keywords: distributed data representation, associative-projective neural networks, codevec-
tors, hyperdimensional computing, vector symbolic architectures, artificial intelligence.

INTRODUCTION

The current progress in the field of specialized Artificial Intelligence is associated with
the use of Deep Neural Networks. However, they have a number of disadvantages: the
need for huge data sets for learning, the complexity of learning procedures, excessive
specialization for the training set, instability to adversarial attacks, lack of integration
with knowledge of the world, problems of operating with structures known as binding
or composition problem. Overcoming these shortcomings is a necessary condition for
advancing from the specialized Artificial Intelligence to the general one, requiring the
development of alternative approaches.

In 1960s, Nikolai M. Amosov formulated a hypothesis [1] about the mechanisms
of information processing by the human brain that produce intelligent behavior. Those
ideas were further developed in his subsequent works, including [2-5]. In fact, an ap-
proach was proposed to create Artificial Intelligence based on modeling the principles
of human thinking and neural network organization of the brain. To develop and im-
plement the approach, at the turn of the 1960s, the Department of Biological Cybernet-
ics was founded at the Glushkov Institute of Cybernetics. Since 1997, the work of
Amosov's school has continued at the department of Neural Information Processing
Technologies of the International Research and Training Center for Information Tech-
nologies and Systems of the National Academy of Sciences and the Ministry of Educa-
tion and Science of Ukraine (the International Center).
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Neural Distributed Representations for Artificial Intelligence and Modeling of Thinking

Fig. 1. The B-512 neurocomputer that had a 512-bit
machine word length.

Initially, the developments of localist semantic M-networks [2—5] and assem-
bly Hebb-like neural networks were carried out in parallel at the Amosov's depart-
ment, resulting in the world's first autonomous robot controlled by neural networks
in a natural environment [3]. In the late 1980s, Ernst M. Kussul proposed the foun-
dations of the original paradigm of the Associative-Projective Neural Networks
(APNNSs) [5, 6]. The idea was to combine the hierarchical organization of Amo-
sov's world model with the advantages of distributed representations, as well as
with Hebb's cell assemblies. For the efficient implementation of APNNS, as a result
of two projects in Japan jointly with Wacom, high-performance specialized neuro-
computers were created using the Japanese element base, see Fig. 1. This develop-
ment entered the history of Ukrainian informatics.

The article presents an overview of the research that have been carried out at
the International Center for 25 years in the direction of developing the ideas of
N.M. Amosov and his scientific school. Therefore, it is important to emphasize
that this article is focused heavily on the results obtained from a single research
group and, hence, it does not give the full credit to the related ideas and methods
developed by other groups. We highlight some connections to Hyperdimensional
Computing (HDC) and Vector Symbolic Architectures (VSA), as well as to brain
research, however, for a comprehensive treatment of HDC/VSA and its connec-
tion to APNNSs the readers are kindly referred to [7, 8].

DISTRIBUTED DATA REPRESENTATIONS

To represent data of various type, modality, and complexity, APNNs use distrib-
uted representations. They are based on modeling a “distributed” or “holo-
graphic” representation of information in the brain, as an alternative to “localist”
representations [9]. In localist representations, each “object” (for example, a
feature, a physical object, a relation, a complex structure, etc.) corresponds to a
certain node (neuron), represented by a vector component, the dimension of
which is equal to the number of neurons. In the distributed approach, an object is
represented as “distributed” over a set of neurons. Distributed representation is a
form of vector representation where each object is represented by a subset of
vector components, and each vector component can belong to representations of
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many objects. In distributed representation, the state of individual components of
representation cannot be interpreted without knowing the states of other repre-
sentation components. To be useful in applications, the distributed representa-
tions of similar objects must be similar (by some measure of similarity of the
corresponding vectors — for example, by the value of the dot product or cosine
of the angle between the vectors).

Distributed representations possess the following advantages:

— high information capacity. For example, if one object is represented by M
binary components of a D-dimensional vector, then the number of representable
objects is equal to the number of combinations M from D, in contrast to D/M in
localist representations;

— direct access to the representation of the object. A distributed representa-
tion of a complex structure can be processed directly, without tracing pointers or
connections required in symbolic or localist representations;

— an explicit representation of similarity. Similar objects have similar repre-
sentations that can be directly compared using efficiently computable vector
similarity measures (e.g., dot product, Minkowski distance, etc.);

— a rich semantic basis, which is provided through the direct use of represen-
tations based on features and the possibility of representing the similarity of the
features themselves in their vector representations;

— for many types of distributed representations — the ability to recover the
original representations of objects;

— the ability to work in conditions of noise, malfunction, and uncertainty, as
well as neurobiological plausibility.

Since distributed representations of various objects are vectors, a rich arsenal
of methods developed for vector data can be applied to their processing.

It was believed that the main disadvantage of distributed representations is the
inability to represent the structure [10]. However, various researchers have devel-
oped a number of “structure-sensitive” distributed representations in various for-
mats [10—13]. Such distributed representations are called hypervectors, and models
based on them are called Hyperdimensional Computing (HDC) or Vector Sym-
bolic Architectures (VSA) [7, 8]. The dimension of hypervectors is large, usually
more than 1000, and reaches hundreds of thousands or more. The main operations
on hypervectors are superposition, used to combine multiple hypervectors, and
binding, used to associate them in representing structures. In various hypervector
models, these operations are implemented in different ways, but the dimensionality
of hypervectors at the input and output of these operations does not change.

THE ASSOCIATIVE-PROJECTIVE NEURAL NETWORKS

In APNNs, we use binary hypervectors with components from {0,1}. Moreover,
those are sparse vectors, that is, the proportion of their non-zero components is
small. This data representation format allows an efficient processing. Histori-
cally, and to distinguish from other hypervector types, we call such hypervectors
as “codevectors”, and will use the term throughout the text of this article.

As a superposition operation, component-wise disjunction of codevectors is used.
When a set of codevectors is represented by a component-wise disjunction, the pres-
ence of some single component in the resulting codevector is determined by the
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Fig. 2. Binding via the Context-Dependent Thinning. Smaller ovals represent
the 1-components of the codevectors A, B, C. Larger ovals show the codevec-
tors (A v B), (B v C), (A v C) bound by CDT. Circles Xy denote the subset
of 1s preserved in the codevector X when Y is also present. It can be seen
that, e.g., Ag and Ac are different subsets of A. Note that actually the
1-components belong to randomly generated codevectors.

presence of such a component in at least one codevector of the set. Thus, the individual
components do not contain information about the combination of codevectors in the
set. Binding operations are used in HDC/VSA to preserve this information.

For binding codevectors, Context-Dependent Thinning procedures were pro-
posed [10]. In one version of this procedure, the bound codevector (Z) is formed
from the codevectors X; to be bound as follows:

Z=viXi(Z)y=Vierk (LANL (k) =L A Vic1x L (K).

Here Z (k) is Z with permuted components. For each k, a random independ-
ent permutation is used which is fixed for the specific . It is also possible to use
the same permutation multiple times.

The subset of 1-components of each codevector X; that is preserved in (Z)
depends on Z, and hence on each and all X;, as shown in Fig. 2. Thus, informa-
tion is stored about a specific set of elements of the set, the codevectors of which
participated in the formation of (Z), ensuring binding.

The number K of used permutations controls the number of 1-components in
the final (Z). Thus, it is possible to normalize the number of 1s, i.e., degree of
sparsity, in the resulting codevector. Note that the operation of component-wise
conjunction also provides binding, but increases the degree of sparseness of the
resulting codevector, that might be an undesirable feature of binding operation.

The general APNN architecture. The APNN architecture was proposed
and developed in [6, 14—18]. It is generally recognized that for a reasonable
common-sense behavior, an intelligent agent needs a model of the world that
includes knowledge specific to the subject area, as well as information about
the agent itself. Such a model allows the agent to understand the world and
helps it in its interaction with the world, for example, by predicting the results
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of actions. The goal of developing APNNSs is to offer an approach to create a
complex hierarchical model of the world that supposedly exists in the brain of
humans and higher animals, as a step towards the Artificial General Intelli-
gence. Two types of hierarchy are considered in APNNs: compositional (part-
whole), as well as classification or generalization hierarchy (class-member or
is-a). An example of a compositional hierarchy: letters — words — sentences
— paragraphs — text. An example of a classification hierarchy: apple — big
red apple — this big red apple in the hand.

The APNN model of the world is based on models of objects of various modali-
ties, including sensory (visual, acoustic, tactile, motor, etc.) and more abstract modali-
ties (linguistics, planning, reasoning, abstract thinking, etc.), which are hierarchically
organized. Models should exist for objects of different nature, for example, events,
objects, feelings, features, etc. Models (their representations) of different modalities can
be combined, which leads to multimodal representations of objects and their associa-
tions with behavioral schemes (reactions to objects or situations), see [6, 14—18].

The APNN architecture is based on fixed-dimensional codevectors for objects of
varying complexity and generality, which represent various heterogeneous data types,
for example, numeric data, images, sequences, graphs (Sec. 4). Codevectors can be
formed “on the fly” (without training). APNNs have a multi-module, multi-level and
multi-modal structure, see Fig. 3 and [18] for more details. The modules are connected
by the bundles of projective one-to-one connections that just copy codevectors between
the modules. The architecture includes the modules of independent modalities and sub-
modalities. For example, independent visual features of an object such as shape, size,
texture, color are represented by codevectors in the modules M11...M14. A codevector
of a visual model of an object is formed from these feature codevectors in the module
M21. In the modules M22...M25, the codevectors of acoustical, tactile, olfactory, taste
models are formed. The codevector of an integral multi-modality sensory model of an
object is formed in the module M31, to which its name codevector could be added
from the module M32. Probably, name could be a feature in the models of all modules.

achain of

o >

sensory input

M11 modules
in parallel

sensory features

Fig. 3. An example of the APNN architecture.
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The modules form, store and process a set of codevectors representing object
models of a certain modality and a certain level of the compositional hierarchy. Mod-
ule's codevectors are constructed from codevectors obtained from other modules,
such as lower-level modules of the same modality, or from modules of other modali-
ties. The lower level of the compositional hierarchy consists of modules that provide
interface (of representations) with the external environment. A codevector is similar
to the codevectors of its elements of the lower levels of the compositional hierarchy,
as well as to the codevectors of higher levels, for which the codevector is an element.
Thus, using similarity search in the memory of lower- and higher-level elements, it is
possible to recover both the codevectors of the elements of lower levels and the com-
positional codevectors of higher levels. Similarity search in the memory of single
module allows finding similar objects.

So, each module should have a long-term memory where it stores its codevectors.
It was proposed to use distributed auto-associative memory of the Hopfield type as the
module’s memory [19, 20, 21, 22]. Let us consider it in some more details.

Associative memory and the generalization hierarchy. One of the key
modes of processing codevectors is similarity search, i.e., search in the database
(set) for a codevector most similar to the query codevector. This can be effectively
done using a neural network distributed auto-associative memory with binary con-
nections (an auto-associative version of the Willshaw memory). Each memory
neuron (corresponding to the codevector component) is connected to all other neu-
rons by a connection with a weight of 0 or 1. Each codevector is memorized ac-
cording to the binary version of the Hebbian rule: the weight of the connection
between memory neurons corresponding to the 1-components of the codevector is
set to 1. If the weight of the connection is already 1, it does not change.

After the set of codevectors is memorized, a codevector-query is given as the in-
put, which may not belong to the stored set of codevectors (for example, it may include
only a part of the known components of the codevector and/or noise). It is multiplied
by the matrix of connections with a subsequent binarization by comparison with the
threshold. The result is again fed into the input. After several such iterations of evolv-
ing the memory, the output codevector is retrieved which is the codevector from the
memorized set that is most similar to the input codevector.

We have developed a method for analyzing the characteristics of such a
memory [20, 21, 19]. For a wide range of codevector dimensionality, the degree
of sparsity, and the level of distortion of codevectors-queries, it was shown that
the accuracy of the obtained estimates of information characteristics exceeds the
accuracy of the Gibson-Robinson method, and the maximum information effi-
ciency of this memory (per bit of connection implemented in computer memory)
is higher than that of the Hopfield network.

Note that the studied learning rule does not allow using this auto-associative
memory for generalization. According to Hebb's ideas about cell assemblies, active
neurons often found together (corresponding to 1-components of codevectors), when
learning by increasing the weight of connections between them, form the “cores” of
assemblies, i.e., strongly connected subsets of neurons that fire together more easily.
This may correspond, for example, to typical category features and prototype objects.
And vice versa, rare combinations of active neurons form a “fringe” corresponding,
for example, to features of specific objects, see [19]. To implement this, connections
between neurons should be not binary, but gradual, as in the Hopfield network. An-
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other option is to use not a deterministic, but a stochastic learning rule, in which the
weight of the connection between 1-components changes with a certain probability,
which is set by the “learning rate” parameter [14].

Modeling the formation of cores and fringes in distributed auto-associative mem-
ory has so far been investigated only fragmentarily. The same applies to the use of such
memory for codevector representations of sequences and structures (but see [16]).
These topics are a promising direction for further research [14, 16, 23].

The part-whole hierarchy. In APNNs, the formation of the codevector of
an object-whole from the codevectors of its objects-parts or objects-features is
performed by superposition or Context-Dependent Thinning operations. A num-
ber of questions remains open:

* how to extract objects and their parts of different hierarchical levels?

* how to determine which hierarchical level an object belongs to?

* how to work with an object that can belong to different levels of the hierar-
chy and modules?

In this regard, it is of great interest to explore possible parallels with how
this is done in the brain.

It was shown in [24], that the representation of composite objects is different
from the representation of their parts, and there exists a representation in the
brain that corresponds to a combination of parts. Moreover, in the process of
learning new objects a representation of the object appears which is processed as
easily as the representation of a separate feature (so-called unitization).

In [25], a memory model is confirmed in which both the features of the ob-
ject and the object in the form of bound features are presented. Moreover, the
features of an object can be bound not only through their common position, but
directly with each other. In addition, it has been found that unbound features can
be represented with greater resolution than when they are bound.

In [26], a hierarchy of episode representations is considered, in which the
levels of objects, events, and narratives are distinguished. Moreover, the repre-
sentations of both objects and events also have a hierarchical structure: there
exists a representation of both the object-whole and its features [25], and events
are represented both by their details as well as by coarser global information.
Perhaps there are different mechanisms at work to memorize these different lev-
els of hierarchy. This is manifested in the different nature of forgetting: events
are forgotten as a whole, and objects can be forgotten partially, by separate fea-
tures. In addition, more generalized information is memorized better than details.

Experiments in [27] made it possible to propose an episode recall model in
which events can “scroll” forward until the beginning of the next event. In [28], it
was experimentally shown that the representation of an object can be bound with
both time and position.

The key problem for APNNs is the segmentation of objects (events) into
parts and wholes. Progress in its solution can be facilitated by data on the solu-
tion of such tasks by the brain. It was shown in [29] that neural states at the upper
levels of the hierarchy are activated longer than their parts from the lower levels.
This is consistent with the APNN architecture.

When modeling the brain, the representation of spatial structures is usually
considered in terms of either cognitive maps or cognitive graphs (see review
[30]). In cognitive maps, locations are given by coordinates, and the relationships
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between them can be viewed in terms of angles and distances, as on a map. In
cognitive graphs, only some positions are given by nodes, and the edges between
them are path segments, with no information about position or orientation rela-
tive to the global coordinate system. Only the topology can be specified (nodes
are connected, but the path can be winding) or also labels (distances, directions,
angles for existing edges). In [30], it is proposed that representations in the form
of cognitive maps and graphs can exist simultaneously, complementing each
other, and can also be used to represent not only spatial knowledge. In APNNS,
representations of both these data types has been developed [31-33], that can be
used both for brain modeling and in practical problems.

Some connected research directions. The representations and basic opera-
tions in HDC/VSA provide Turing-completeness. In [34—37], a paradigm differ-
ent from HDC/VSA that operates with distributed representations is proposed,
which is also Turing complete. It is formulated in terms of Hebb assemblies and
focuses on the direct handling of assemblies in memory.

To create a “copy” of assembly in a target area (projection operation), a pat-
tern of active neurons is formed in it by randomly projecting the activity pattern
of the assembly from the original area and selecting the most active neurons.
Note that we considered a similar transformation in [38—41], see also [42]. Then
the resulting pattern of active neurons forms a new assembly using variants of the
Hebbian rule. This process is complicated by the possibility of modifying the
connection weights of a random projection and spreading activity along connec-
tions in the target area.

The possibility of back projection is also considered with modification of
projection connections from the second area to the first one (bind operation), and
merging of assemblies from the two areas to the third one. The last two opera-
tions can be used to form assemblies of structures, being analogous to binding
and superposition in HDC/VSA. It is interesting to explore how the capabilities
of this paradigm relate to the HDC/VSA models, both in terms of applications
and biological relevance.

Sketches (see [43—46] and references therein) are compressed representations of
data. In [47-48], it was proposed to combine sketches with Deep Neural Networks.
Both the formation of sketches of hierarchical structures and the use of memory based
on locality-sensitive hashing ([43—46] and references therein) for fast similarity search
at each layer of Deep Neural Networks are considered. Random projection is used to
form the sketch. The authors of [47-48] consider the problems of recovering input
sparse vectors and random matrices themselves, using the projection results. The sparse
recovery methods and dictionary learning are used. On the one hand, this aims to over-
come the limitations of HDC/VSA related to the lack of learning. On the other hand,
this complicates the scheme and introduces additional restrictions related to the forma-
tion and handling of sketches.

A theoretical analysis of binding operations other than CDT is considered in [49].

INPUT DATA TRANSFORMATIONS

The key problem in using codevectors to solve practical problems is to obtain them
from the input data in such a way that similar codevectors correspond to similar input
data (objects). We have developed such transformations for various types of data.
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Sets (i.e., collections of elements without specifying an order or other struc-
ture) have the simplest codevector representation. Each element of the set is as-
signed a randomly generated codevector. The codevector of a specific set consist-
ing of specific elements is obtained by superposition (component-wise disjunc-
tion). Sets containing the same elements will have similar codevectors. The
greater the proportion of identical elements, the greater the similarity.

Numeric data. Numeric data — scalars and vectors — are perhaps the most
common data type. We have developed and investigated three types of methods
for transforming real vectors a € R” into codevectors A € {0,1}“.

1. Receptive fields-based methods [45, 46].

The components of a codevector are formed by determining whether the in-
put vector belongs to the receptive fields corresponding to the components of the
codevector: 4;=wy(a), i=1,....d, where A4; are the binary components of the
codevector A, y,(a) is the indicator of the vector a location in some region of the
input space, i.e., in the i-th receptive field.

The developed and investigated methods use hyperrectangular receptive fields
with random boundaries in random subsets of the dimensions of the input space. This
allows a computationally efficient determination of whether a vector belongs to a
receptive field by comparison with the boundary values of the field in each of its
dimensions. Significant overlap of codevectors of close input vectors is provided due
to the presence of a large number of common receptive fields, i.e., due to the vectors
falling into a large number of the same receptive fields.

2. Random projection-based methods [43, 44, 46].

The codevector A is formed by a random linear projection of the input vector
a using a random matrix R(d x D) and binarization of the resulting vectors by a
component-wise non-linear threshold function 7: A = T(Ra), see Fig. 4. Note that
both d >> D and d << D could be the case. Here the matrix R is a random matrix
with elements from a sub-Gaussian distribution. In particular, the Gaussian dis-
tribution, ternary one with elements from the set {—1, 0, 1}, and binary one with
elements from {0, 1} were studied. Such a transformation can be performed us-
ing a perceptron-like neural network with randomly selected connections.
Threshold for non-linearity does not have to be zero, and it allows controlling the
sparseness of the generated codevectors. Significant overlap of codevectors of
close input vectors is provided by a large value of their dot product with the same
random vectors — rows of a random matrix. Random projection properties allow
estimating the cosine of the angle and the angle of the input vectors from such
codevectors. Estimating the Euclidean distance and dot product requires knowl-
edge of the Euclidean norms of the input vectors. A similar neural network archi-
tecture was found in the olfactory system of the Drosophila fly [42, 50, 51].
Related problems were also studied in [52, 53].
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Fig. 4. A single layer perceptron for transformation of
vector data by a random projection with a threshold.

3. Compositional methods [44, 45, 54].

For each value of each component-scalar a(y), j = 1,...,D, of the input vector
a with integer components, a codevector is formed, with similar codevectors
corresponding to close values of the scalars, and dissimilar ones corresponding to
distant values. The codevector A of the input a is formed from the codevectors
Ajq; of the values of its components-scalars a(j) kak A = (A1), Aza2),---s Apa(n))
where (-) is the CDT operation. A degenerate case of binding is the component-
wise disjunction, in which case, in fact, binding does not occur. The dimension of
codevectors for scalars and vectors is the same. Significant overlap of codevec-
tors of close input vectors is ensured by constructing them from similar codevec-
tors of the values of their components.

For some of these methods, the dependence of the probability of coincidence
of the components of the codevectors on the value of the components of the input
vectors was obtained, providing the similarity function that can be estimated
from the dot product of the codevectors.

For all three types of methods, an analysis of the characteristics of codevectors
was carried out, which makes it possible to choose their parameters in applications.
Note that the non-linearity of the transformation of the input space into codevectors
makes it possible to use linear models to solve nonlinear problems using codevectors.

The codevector representation of vector data is used not only in similarity
search and classification problems (Sec. 5). We note the use of the method of
receptive fields for continuous optimization [55, 56] and the method based on
random projection in problems of decentralized flows [57].
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Neural regularization approach. Numerical methods used to process vec-
tors and matrices in statistics, machine learning, and inverse problem theory
often turn out to be inefficient for large dimensions. This manifests itself both
in an increase in computational costs and in the loss of stability of solutions.
A productive approach to overcome these problems is the randomization ap-
proach. It allows not only to reduce computational costs when searching for
solutions, but also, as it turned out, to give stability to numerical methods, see
also [58-61].

To improve the stability and accuracy of solving discrete ill-posed inverse
problems (DIP), we have developed new methods of neural regularization based
on random projections, as well as on the basis of matrix expansions. The methods
use an integer regularization parameter that determines the complexity of the
linear model. Computable criteria have been developed for choosing the value of
the regularization parameter that is optimal from the point of view of the accu-
racy of solving a discrete ill-posed problem, i.e., of the recovery of an unknown
input signal. The application of the developed methods provides not only the
stability and accuracy of the solution, but also reduces the computational com-
plexity of the regularization. Our studies of the regularizing properties of random
projections started in 2009 [62] and were further developed in [63—67].

An approach and methods for solving DIP based on random projection have been
developed. To do this, it was proposed to left-multiply both parts of the approximate
equation Ax =y by a random matrix R,e R with the number of rows & less than N.
The vector of the recovered signal is obtained by multiplying the pseudo-inverse matrix
(R(A)" by the right part Ry of the new equation. An experimental study of this basic
method showed that averaging over random matrices leads to smoothing of the de-
pendence of input and output recovery errors on k, as well as to a decrease in the num-
ber of local minima. As a result, it is easier to find the optimal value of &. This leads to
a reduced computational complexity by restricting the search to ko1 (kop < V) values
of the criterion that allows getting optimal & (instead of calculating all N values of the
criterion). In addition, the error of the recovery of the input vector is reduced relative to
the case without averaging.

This gave us reason to believe that analytical averaging over random matrices can
give the same useful result. The analytical averaging allowed us to propose a method of
the “Deterministic Random Projection” for solving DIP, the error of which is always
less than the error of the basic random projection method. Namely, the recovery of the

input vector was proposed to be carried out as X = A"UD, Uy [66], leading to error

reduction by the value of variance that appears due to multiplication by a random ma-
trix. Here Dy is a diagonal matrix of special kind corresponding to Ry, see [66], U (and
V below) is the matrix of the left (and right) singular vectors.

It was shown that the considered methods of solving DIP (the Tikhonov
regularization, the Truncated Singular Value Decomposition, and the Determinis-
tic Random Projection) weigh reciprocal singular values differently when obtain-
ing the solution vector. The expression for estimating the input vector in the gen-

eral case has the form x* = Va’iag(l w[)UTy. For the Tikhonov regulariza-

tion, it is known that the weights decrease gradually:
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Fig. 5. Examples of the weights of the reciprocal singular values when estimating the
input vector by the Tikhonov (w_tikh), the Deterministic Random Projection (w_drp),
and the Truncated Singular Value Decomposition (w_tsvd) types of regularizations.
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Here dj; are the diagonal elements of Dy. So, the values of the weights gradu-
ally decrease with the increasing index of the singular value, see Fig. 5. This is
similar to the behavior of weights for the Tikhonov regularization and provides a
potentially higher accuracy compared to the Truncated Singular Value Decompo-
sition, due to a better signal approximation.

Structured data. A number of methods for codevector representation of
data with the sequence structure have been developed in [68, 69, 31]. They are
based on the formation of codevectors which represent the elements of a se-
quence according to their positions. These codevectors are combined into a code-
vector of the whole sequence either by a superposition operation (component-
wise disjunction) or by a binding operation. A widespread variety of sequences
are strings, where the elements are symbols at sequential positions.

The following approaches have been developed to represent sequence ele-
ments taking into account their position:

1) multiplicative binding of codevectors of sequence elements with codevec-
tors of their positions, as well as with codevectors of context elements [70, 16];

2) the use of permutations of codevectors of sequence elements to represent
their order [71, 12];

3) representation by means of codevectors of n-grams (i.e., n consecutive
elements) of a sequence [69, 72].
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In the first approach, to represent identical or similar sequence elements at
close positions with similar codevectors, correlated codevectors have been pro-
posed as codevectors for close positions. In the second approach, to preserve the
similarity of element codevectors at close positions, it was proposed in [73] to
use partial (correlated) permutations. In the third approach, the representation of
n-grams and whole strings by multiplicative binding of symbol codevectors per-
muted according to their position was proposed in [74]. In [69], it was considered
how to approximate the edit distance of strings by vectors of frequencies of dif-
ferent n-grams, allowing a codevector implementation.

The recently proposed methods [31, 75] made it possible to form similar codevec-
tors for sequences with similar elements at close positions. These methods, in contrast
to the previous ones, allow obtaining codevectors of transformed (shifted) sequences
not only by their formation from the transformed sequences, but also by transforming
the codevector of the original sequence (the equivariance property).

In addition to the 1D case of sequences, several approaches have been de-
veloped for the codevector representation of objects with a two-dimensional
structure, such as 2D images.

In the role-filler approach, codevectors of positions are formed in such a way that
similar codevectors correspond to close positions. The features extracted from the im-
ages are also associated with codevectors. A feature at its position is represented as a
codevector obtained by binding the codevectors of the feature and its position. The
codevector of the entire image is obtained by superposition of the codevectors of all
extracted features at their positions. Such codevector representations are similar for
images that contain similar features at similar positions.

In the permutation-based approach, the representation of the feature codevector at
its position is performed by permutations, and the resulting codevectors are superim-
posed to represent the entire image. The use of partial permutations makes it possible to
ensure the similarity of codevectors of a feature at close positions [73].

Arbitrary binary features can be used as features. So, for the direct formation
of codevectors from images, special binary LIRA features were proposed [76,
77]. For binary images, each LIRA feature is an indicator of the presence of 1/0
pixels at randomly selected positions of a randomly located local window. For
gradual images, the brightness of pixels is compared against randomly selected
thresholds. Each LIRA feature corresponds to a codevector component. The pa-
rameters are chosen so that the image usually contains a small fraction of the
entire set of features, i.e., codevector is sparse.

The RLD features (Random Local Descriptors) can be considered as the de-
velopment of LIRA features. In the RLD approach [73], the same set of features
is extracted at each “interesting” point in the image. Each feature is assigned a
random codevector. Features at their positions are represented by partial permu-
tations of the corresponding codevectors. As a result, features at close positions
produce similar codevectors. Due to this, RLD improves the results of LIRA in
classification problems. Currently, methods for generating image codevectors are
being developed that provide equivariance to some image transformations.

Complex structured data, such as hierarchically organized graphs of knowledge
base episodes, are initially described by systems of hierarchically organized objects
and relations. Based on the approaches from the previous sections, a number of
methods for codevector representation of such data have been developed, their basic
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blocks being codevector representations of relations. The codevectors of relations are
recursively transformed into codevectors of complex hierarchical structures contain-
ing higher-order relations [10, 11, 18, 32, 33]. The codevectors of structures have the
same dimension as the codevectors of their elements.

Consider an example of the Solar System episode representation (please see de-
tails in [33]) shown in a bracketed notation in Fig. 6 and as a graph sketch in Fig. 7. It
includes objects Sun, Planet; attributes Mass, Temperature; relations Gravity, At-
tracts, Greater, Revolve-Around, And; higher-order relations Cause. Relations have
arguments; the relation's name together with the particular arguments form the in-
stance of a relation. For many types of relations, the order of arguments is essential.
So, a relational instance can be described by roles specific to the relation and in-
stances of arguments that fill them. To form the codevector of a relational instance,
the role-filler approach uses a multiplicative binding of the role and filler codevectors
to indicate which role the filler is assigned to in a relation (e.g., the second role in
Greater is filled with a smaller object instance). The codevector of the whole episode
is formed as shown in Fig. 8. In the predicate-arguments approach, random permuta-
tions of the codevectors of the arguments of a relation are used to represent their
order, as in the representation of sequences.

(CAUSE
(GRAVITY (MASS SUN) (MASS PLANET))
(ATTRACTS SUN PLANET) )
(GREATER ( TEMPERATURE SUN)
( TEMPERATURE PLANET) )
(CAUSE
(AND (GREATER (MASS SUN)
(MASS PLANET))
(ATTRACTS SUN PLANET))
(REVOLVE-AROUND PLANET SUN))

Fig. 6. Bracketed notation description of the Solar System episode

CAUSE
T 2
CAUSE AND
12
GREATER| | GRAVITY TER

TEMP: ‘TEMP: MASS: | MASS: [ATTRACT| [REVOLVE

\

SUN PLANET

Fig. 7. Graph description of the Solar System episode.
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SOLAR_SYSTEM =
( CAUSE_1 v (GRAVITY_1 v (MASS v SUN) ) v (GRAVITY_2 v (MASS v PLANET)) )
v (CAUSE_2 v (ATTRACTS_1 v SUN) v (ATTRACTS_2 v PLANET) )
Vv
( GREATER _1 v (TEMPERATURE v SUN ))
v { GREATER 2 v (TEMPERATURE v PLANET) )
Vv
( CAUSE_1 v
( AND v (GREATER_1v(MASSVSUN)) v (GREATER_2\(MASSVPLANET)) )
v { AND v (ATTRACTS_1 v SUN) v (ATTRACTS_2 v PLANET)) )
v{ CAUSE_2 v
( REVOLVE-AROUND 1 v PLANET) v (REVOLVE-AROUND_2vSUN) )

Fig. 8. Codevector representation of the Solar System episode.

The similarity of codevectors of similar complex structured data is ensured
by the similarity of the codevectors of their elements and the properties of bind-
ing operations. As a result, for structures with similar objects and relations, the
created methods ensure the production of similar codevectors. Thus, by finding
the similarity of the codevectors of relational structures using some vector simi-
larity measure of vectors (for example, the dot product), we simultaneously
evaluate the similarity of structures and the similarity of objects in these struc-
tures. This provides the basis for the creation of computationally efficient and
qualitatively new methods for processing relational structures of data- and
knowledge bases, which are based on similarity and simultaneously take into
account both the structure and semantics of knowledge.

METHODS

Based on the proposed approaches, methods for solving various types of problems
from the field of Machine Learning and Artificial Intelligence have been developed.

The approach of “example-based reasoning” [45, 46] is productively used by
humans when solving problems of natural intelligence; it is also used for solving a
wide range of problems in Artificial Intelligence systems. For inferences about a
query (an input object or a situation), this approach uses a search for similar known
objects or situations with which additional information is associated. In computer
implementation, a base of objects-example is formed, i.e., a memory containing the
past “experience” of the system. Examples found by similarity search in memory can
be used directly, or as a source of additional information about the input object-
query. One example of using this approach to solve classification problems is the
nearest neighbor method, where the class label of the nearest (by some measure of
similarity) example from the memory is transferred to the query. Another example is
a linear classifier, where for each class, in the process of learning a vector representa-
tion of the generalized example is formed, and the classification is performed by
choosing the class whose generalized example gives the maximum value of the dot
product with the vector representation of the query.

The effectiveness of applying the example-based reasoning approach to solv-
ing problems depends on how the similarity between examples is defined. When
using codevectors, this, in turn, depends on the methods of their formation and
the applied similarity measures of codevectors. We also note the existence of
efficient algorithms for fast similarity search [78, 79, 46].
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The developed methods of codevector representation of data of various types
make it possible to solve classification problems using linear vector classifiers. In par-
ticular, for vector data, often the class boundaries are not linearly separable. However,
non-linear data transformation to codevectors overcomes this problem. Combining a
specific transformation of input data into codevectors with a specific type of linear
classifier yields a new version of the classifier [80-84]. The best-known linear classifi-
ers are perceptrons and Support Vector Machines. We have proposed a perceptron with
a large margin that approximates the results of Support Vector Machine, but is trained
incrementally and fast [84]. As mentioned above, other types of classifiers can be used,
such as the nearest neighbor classifier.

The architecture of a modular neural network with an assembly organization
has been developed that can be considered as a generalization of the perceptron
classifier [83]. Each module corresponds to a class. In the fully connected ver-
sion, each neuron is connected by trainable connections with all other neurons of
the module, and in the non-fully connected version, with a randomly selected
subset of neurons. Learning is performed similarly to the perceptron learning
rule, i.e., by increasing the weights of connections between active neurons in the
module corresponding to the correct class, and decreasing the weights of connec-
tions in the module of the wrong class. In the recognition mode, neural activity is
propagated along the connections in each module, and the activity of the module
is calculated as the total sum activity of the module's neurons. The module with
the highest activity determines the winning class.

Also, the architecture of a layered neural network with competitive layers for im-
age processing has been developed. Each layer corresponds to a certain class of images
and is a separate neural network. Neurons from different layers have a one-to-one cor-
respondence with each other and with the 2D input retina. There is a competition be-
tween the corresponding neurons of all layers resulting in the activation of single most
active neuron among all layers in each retina’s position. Such networks have been
applied to the problems of classifying handwritten digits, texture segmentation, and
extracting image segments of different orientations [85, 86].

Concerning texture segmentation, a method has been developed for segment-
ing visual images into homogeneous regions of fine-grained texture [87, 88]. The
peculiarities of the method are that it works without training, and no preliminary
information about the analyzed image is required.

Work is underway to use the developed methods in tasks related to Un-
manned Aerial Vehicles [89, 90].

APPLICATIONS

The effectiveness of the developed methods has been demonstrated by solving a wide
range of applied problems. Upon the time of the original publications, a number of the
results obtained were comparable to the state-of-the-art as indicated below.

To take into account the semantics of textual information (words, texts and
their fragments) presented in the form of frequency vectors of the joint occur-
rence of words and their contexts, methods for the formation of “context code-
vectors” have been developed. In the task of searching for textual information,
due to taking into account semantics, the accuracy of the search was increased up
to 20% on the text datasets Time, Cranfield, Medlars [91]. Context codevectors
have also been applied in tasks that require taking into account the semantic
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similarity of words, including the search for synonyms and the choice of the
proper target word in automatic translation.

Strong performance has been obtained in solving problems of classification
and segmentation of textures [15, 86], recognition of handwritten characters and
words [84, 92], acoustic signals [81, 93], etc. In text classification, on the
Reuters-21578 dataset the accuracy was increased to 0.937 corresponding to the
best contemporary results. In predicting the sensitivity of a cancerous tumor of
glioma to chemotherapy, the prediction accuracy was improved to 88.5% com-
pared to less than 81% for other methods. A classification accuracy of up to
99.5% has been achieved on the MNIST handwritten digits dataset [73, 76, 77,
84, 92]. It was shown that for a small feature set, a non-fully connected modular
network improved the results of the perceptron classifier.

A high-precision system for recognizing a speaker by voice in noisy condi-
tions has been created [93]. The individual features of the voices were fixed in
the structure of the neural network in the process of training neural network clas-
sifiers. The network automatically generated individual portraits of voices as a
collection of speech features. The system worked both in search mode in voice
databases and in real time. The reliability of identification of microphone signals
was within 94%-98% and reached 85%—-94% for phone signals. The technology
worked with the datasets that included an arbitrary number of voice samples from
various people recorded via microphone and phone channels. The ability to
search for defined voices in many hours of audio recordings was also imple-
mented (audio data indexing).

Codevector representations of data with the structure of sequences have been
tested in the tasks of detecting spam and intrusions in computer systems, classifying
coding regions of genes, predicting the structure of proteins, searching for text dupli-
cates, spellchecking, and modeling the visual similarity of words in humans [69, 31].

The developed methods for generating codevectors of complex structured
data that include relations (Sec. 4.3) were used in reasoning by analogy to effec-
tively search for analogs by similarity while simultaneously taking into account
structure and semantics. The application of the proposed approach made it possi-
ble, on the ThinkNet knowledge base, to increase the search precision and recall
up to 20% and 4 times, correspondingly [33]. In addition, methods for analogical
mapping and inference were developed and tested.

In the problem of predicting the existence of chemical compounds on the
INTASO00-397 dataset, the obtained results [94] exceeded the best known ones.

Due to the new methods of neural network regularization, systems with in-
creased accuracy have been developed for gamma spectrometry at fixed and non-
fixed measurement geometries [95], suppression of active interference [96], es-
timating the direction of signal arrival in antenna systems [97].

CONCLUSIONS AND PERSPECTIVES

The key issue in the problems of Artificial Intelligence is the adequate represen-
tation of data. The approach under development is based on the idea of distrib-
uted representation of information in the brain and allows representing various
types of data, from numeric values to graphs, as vectors of large but fixed dimen-
sionality. The similarity of the initial data is manifested in the similarity of the
resulting vectors. This makes it possible to apply similarity search in solving a
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number of problems based on case-based reasoning, presumably similar to how
the human brain does, and also allows using an extensive arsenal of existing vec-
tor machine learning methods for processing and analysis.

We also develop theoretically substantiated feature extraction methods based on
sparse multilayer neural network models and new approaches to regularization. The
methods are applicable to data that allow both 1D and 2D representation, such as se-
quences (audio signals), 2D images, video sequence frames, and so on.

Recently, well-known figures in the field of Deep Neural Networks, such as
G. Hinton [98], J. Bengio [99], Y. Schmidhuber [100] proposed that new ideas
are required to overcome the shortcomings of Deep Neural Networks. The sense
of the new direction of research is to provide the ability to form and operate
structures consisting of internal representations of objects, without learning such
representations from scratch. The methods being developed by us are also aimed
to achieve such properties of “compositionality”.

The main area of research reviewed in this paper is the problem of represent-
ing heterogeneous data in a unified format for the Artificial Intelligence systems
based on modeling the neural network organization of the brain and the mecha-
nisms of thinking hypothesized by Amosov. The most important advantages of
the developed approach are the possibility of natural integration and efficient
processing of various types of data and knowledge, a high degree of parallel
computing, reliability and resistance to noise, the possibility of hardware imple-
mentation with high performance and energy efficiency, data processing based
on associative search by similarity, similar to how human memory works. This
allows one to unify methods, algorithms, software, and hardware for Artificial
Intelligence systems, to increase their scalability in terms of speed and memory
with an increase in data volume and complexity.

Currently, the topical direction of our developments is the creation of vector
distributed representations of objects that would allow their modification inside
the Artificial Intelligence system so that the result coincides with the representa-
tion of the external objects after some (corresponding) transformations. This ap-
plies to techniques for equivariantly representing sequences, as well as spatial
objects such as 2D images and higher dimensional representations, including
making such representations equivariant to translation, rotation, and scale. Such
representations may be considered as analogous to imagery in human thinking,
and operating with them may be seen as a form of creative thinking.

Another promising direction is the consideration of context. Many brain ex-
periments show that the context has a great influence on the memorization of
objects, events, scenes, etc. In APNNs, context is taken into account by the bind-
ing of codevectors that is performed by Context-Dependent Thinning, as well as
by permutation. It is interesting to test the hypothesis that binding an object's
codevector and a particular context's codevector yields strongly context-
dependent representations of objects that do not allow the object to be recognized
in another context. However, when an object is stored in many different contexts,
a context-independent representation of the object is formed.

We believe that the reviewed studies create the basis for overcoming some
of the shortcomings of modern approaches to specialized Artificial Intelligence
based on Deep Neural Networks and will contribute to the development of
Artificial General Intelligence.

ISSN 2663-2586 (Online), ISSN 2663-2578 (Print). Cyb. and Comp. Eng. 2022. Ne 2 (208) 23



Rachkovskij D.A., Gritsenko V.1, Volkov O.Ye., Goltsev A.D., Revunova E.G., Kleyko D., Lukovich V.V., Osipov E.

REFERENCES

L.

Amosov N.M. Modelling of thinking and the mind. New York: Spartan Books, 1967, 192 p.

2. Amosov N.M., Kasatkin A.M., Kasatkina L.M., Kussul E.M., Talaev S.A. Intelligent behaviour

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.
23.

24

systems based on semantic networks. Kybernetes. 1973, Vol. 2, N 4, pp. 211-216.

. Amosov N.M., Kussul E-M., Fomenko V.D. Transport robot with a neural network control

system. Advance papers of 4th Intern. Joint Conf. on Artif. Intelligence. 1975, Vol 9, pp. 1-10.

. Amosov N.M. Algorithms of the Mind. Kiev: Naukova Dumka, 1979, 223 p. (in Russian)
. Amosov N.M., Baidyk T.N., Goltsev A.D., Kasatkin A.M., Kasatkina L.M., Rachkovskij D.A.

Neurocomputers and intelligent robots. Kiev: Naukova Dumka. 1991, 269 p. (in Russian)

. Kussul E.M. Associative neuron-like structures. Kiev: Naukova Dumka. 1992, 144 p.

(in Russian)

. Kleyko D., Rachkovskij D.A., Osipov E., Rahimi A. A survey on Hyperdimensional

Computing aka Vector Symbolic Architectures, Part I: Models and data transformations.
ACM Computing Surveys. 2022. https://doi.org/10.1145/3538531

. Kleyko D., Rachkovskij D.A., Osipov E., Rahimi A. A survey on Hyperdimensional Computing

aka Vector Symbolic Architectures, Part II: Applications, Cognitive Models, and Challenges.
Accepted, ACM Computing Surveys. 2022. Available online: arXiv:2112.15424.

. Thorpe S. Localized versus distributed representations The Handbook of Brain Theory and

Neural Networks. Edited by M.A. Arbib.Cambridge, MA: The MIT Press. 2003, pp. 643—646.
Rachkovskij D.A., Kussul E.M. Binding and normalization of binary sparse distributed
representations by context-dependent thinning. Neural Computation. 2001, Vol. 13, N 2,
pp. 411-452.

Plate T. Holographic Reduced Representation: Distributed Representation for Cognitive
Structures. Stanford: CSLI Publications, 2003, 300 p.

Kanerva P. Hyperdimensional computing: an introduction to computing in distributed
representation with high-dimensional random vectors. Cognitive Computation. 2009,
Vol. 1, N2, pp. 139-159.

Gayler R.W. Multiplicative binding, representation operators, and analogy. Advances in
Analogy Research: Integration of Theory and Data from the Cognitive, Computational,
and Neural Sciences. Sofia, Bulgaria: New Bulgarian University, 1998, p. 405.

Kussul E.M., Rachkovskij D.A., Baidyk T.N. Associative-Projective Neural Networks:
Architecture, Implementation, Applications. Proc. Neuro-Nimes'91. 1991, pp. 463—-476.
Kussul E.M., Rachkovskij D.A., Baidyk T.N. On image texture recognition by associative-
projective neurocomputer. Proc. ANNIE'91 Conference "Intelligent engineering systems through
artificial neural networks". St. Louis, MO: ASME Press, 1991, pp. 453-458.

Kussul E.M., Rachkovskij D.A. Multilevel assembly neural architecture and processing
of sequences. In Neurocomputers and Attention: Connectionism and Neurocomputers,
vol. 2. Manchester and New York: Manchester University Press, 1991, pp. 577-590.
Gritsenko V.I., Rachkovskij D.A., Goltsev A.D., Lukovych V.V., Misuno L.S., Revunova
E.G., Slipchenko S.V., Sokolov A.M., Talayev S.A. Neural distributed representation for
intelligent information technologies and modeling of thinking. Cybernetics and Computer
Engineering. 2013, Vol. 173, pp. 7-24. (in Russian).

Rachkovskij D.A., Kussul E.M., Baidyk T.N. Building a world model with structure-
sensitive sparse binary distributed representations. Biologically Inspired Cognitive
Architectures. 2013, Vol. 3, pp. 64-86.

Gritsenko V.I., Rachkovskij D.A., Frolov A.A., Gayler R., Kleyko D., Osipov E. Neural
distributed autoassociative memories: A survey. Cybernetics and Computer Engineering.
2017, N 2 (188), pp. 5-35

Frolov A.A., Rachkovskij D.A., Husek D. On information characteristics of Willshaw-like
auto-associative memory. Neural Network World. 2002. Vol. 12, No 2, pp. 141-158.

Frolov A.A., Husek D., Rachkovskij D.A. Time of searching for similar binary vectors in
associative memory. Cybernetics and Systems Analysis. 2006, Vol. 42, N 5, pp. 615-623.

Fusi S. Memory capacity of neural network models. arXiv:2108.07839. 21 Dec 2021.
Steinberg J., Sompolinsky H. Associative memory of structured knowledge. 2022.
https://doi.org/10.1101/2022.02.22.481380

ISSN 2663-2586 (Online), ISSN 2663-2578 (Print). Cyb. and Comp. Eng. 2022. Ne 2 (208)



Neural Distributed Representations for Artificial Intelligence and Modeling of Thinking

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

34.

3s.

36.

37.

38.

39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

Liang J.C., Erez J., Zhang F., Cusack R., Barense M.D. Experience transforms
conjunctive object representations: Neural evidence for unitization after visual expertise.
Cerebral Cortex. 2020. Vol. 30, N 5, pp. 2721-2739.

Li A.Y., Fukuda K., Barense M.D. Independent features form integrated objects: Using a
novel shape-color “conjunction task” to reconstruct memory resolution for multiple
object features simultaneously. Cognition. 2022, Vol. 223, Article 105024.

Andermane N., Joensen B.H., Horner A.J. Forgetting across a hierarchy of episodic
representations. Current Opinion in Neurobiology. 2021, Vol. 67, pp. 50-57.
Michelmann S., Hasson U., Norman K.A. Event boundaries are steppingstones for
memory retrieval. 2021. Preprint DOI 10.31234/0sf.10/k8j94.

Schneegans S., McMaster J.M.V., Bays P.M. Role of time in binding features in visual
working memory. Psychological Review. 2022. https://doi.org/10.1037/rev0000331
Geerligs L., van Gerven M., Campbell K.L., Giiglii U. A nested cortical hierarchy of
neural states underlies event segmentation in the human brain. Neuroscience. 2021.
https://doi.org/10.1101/2021.02.05.429165

Peer M., Brunec LK., Newcombe N.S., Epstein R.A. Structuring knowledge with cognitive maps
and cognitive graphs. Trends in Cognitive Sciences. 2021, Vol. 25, N 1, pp. 37-54.

Rachkovskij D.A. Shift-equivariant similarity-preserving hypervector representations of
sequences. arXiv:2112.15475. 2021.

Rachkovskij D.A. Representation and processing of structures with binary sparse distributed
codes. IEEE Trans. Knowledge Data Engineering. 2001, Vol. 13, N 2, pp. 261-276.
Rachkovskij D.A., Slipchenko S.V. Similarity-based retrieval with structure-sensitive sparse
binary distributed representations. Comput. Intelligence. 2012,Vol. 28, N. 1, pp. 106-129.
Papadimitriou C.H., Vempala S.S., Mitropolsky D., Collins M.J., Maass W. Brain
computation by assemblies of neurons. Proceedings of the National Academy of Sciences.
2020, Vol. 117, N 25, pp. 14464—-14472.

Miiller M.G., Papadimitriou C.H., Maass W., Legenstein R. A model for structured information
representation in neural networks of the brain. eNeuro. 2020, Vol. 7, N 3, pp. 1-17.

Mitropolsky D., Collins M.J., Papadimitriou C.H. A biologically plausible parser. Transactions
of the Association for Computational Linguistics. 2021, Vol. 9, pp. 1374-1388.

Papadimitriou C.H., Friederici A.D. Bridging the gap between neurons and cognition
through assemblies of neurons. Neural Computation. 2022, Vol. 34, N 2, pp. 291-306.
Rachkovskij D.A., Misuno L.S., Slipchenko S.V. Randomized projective methods for the
construction of binary sparse vector representations. Cybernetics and Systems Analysis.
2012, Vol 48, N 1, pp. 146-156.

Rachkovskij D.A. Vector data transformation using random binary matrices. Cybernetics
and Systems Analysis. 2014, Vol. 50, N 6, pp. 960-968.

Rachkovskij D.A. Formation of similarity-reflecting binary vectors with random binary
projections. Cybernetics and Systems Analysis. 2015, Vol. 51, N 2, pp. 313-323.
Rachkovskij D.A. Estimation of vectors similarity by their randomized binary
projections. Cybernetics and Systems Analysis. 2015, Vol. 51, N 5, pp. 808—818.
Dasgupta S., Stevens C.F., Navlakha S. A neural algorithm for a fundamental computing
problem. Science. 2017, Vol. 358, pp. 793-796.

Rachkovskij D.A., Gritsenko V.I. Distributed Representation of Vector Data Based on
Random Projections. Kyiv: Interservice, 2018. ISBN: 978-617-696-837-5. (in Ukrainian)
Rachkovskij D.A. Codevectors: Sparse Binary Distributed Representations of Numerical
Data. Kiev: Interservice, 2019. ISBN: 978-617-696-987-7. (in Russian)

Gritsenko V.1, Rachkovskij D.A. Methods for Vector Representation of Objects for Fast
Similarity Estimation. Kyiv: Naukova Dumka, 2019. ISBN: 978-966-00-1741-2. (In Russian)
Rachkovskij D. A. Introduction to fast similarity search. Kyiv: Interservice, 2019, 294 p.
ISBN: 978-617-696-904-4. (in Russian)

Ghazi B., Panigrahy R., Wang J. Recursive sketches for modular deep learning. Proceedings of’
the 36th International Conference on Machine Learning. PMLR. 2019, Vol. 97, pp. 2211-2220.
Panigrahy R., Wang X., Zaheer M. Sketch based memory for neural networks. Proceedings of
the 24th International Conference on Artificial Intelligence and Statistics (AISTATS'21). 2021,
San Diego, California, USA. PMLR. 2021, Vol. 130, pp. 3169-3177.

ISSN 2663-2586 (Online), ISSN 2663-2578 (Print). Cyb. and Comp. Eng. 2022. Ne 2 (208) 25



Rachkovskij D.A., Gritsenko V.1, Volkov O.Ye., Goltsev A.D., Revunova E.G., Kleyko D., Lukovich V.V., Osipov E.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

26

Hiratani N., Sompolinsky H. Optimal quadratic binding for relational reasoning in vector
symbolic neural architectures. arXiv:2204.07186. 2022, pp. 1-32.

Chaitanya R., Hopfield J., Grinberg L., Krotov D. Bio-inspired hashing for unsupervised
similarity search. Proceedings of the 37th International Conference on Machine
Learning. PMLR. 2020, Vol. 119, pp. 8295-8306.

Liang Y., Ryali C., Hoover B., Grinberg L., Navlakha S., Zaki M., Krotov D. Can a fruit
fly learn word embeddings? Proc. ICLR'21. 2021.

Li W. Modeling winner-take-all competition in sparse binary projections. In: Machine
Learning and Knowledge Discovery in Databases. Edited by: F. Hutter, K. Kersting,
J. Lijffijt, I. Valera. Lecture Notes in Computer Science. Vol. 12457. Cham: Springer,
2021, pp. 456-472. https://doi.org/10.1007/978-3-030-67658-2_26

Li W.Y., Zhang S.Z. Binary random projections with controllable sparsity patterns. Jour-
nal of the Operations Research Society of China. 2022. https://doi.org/10.1007/s40305-
021-00387-0

Rachkovskij D.A., Slipchenko S.V., Misuno LS., Kussul E.M., Baidyk T.N. Sparse
binary distributed encoding of numeric vectors. Journal of Automation and Information
Sciences. 2005, Vol. 37, N 11, pp. 47-61.

Izawa S., Kitai K., Tanaka S., Tamura R., Tsuda K. Continuous black-box optimization
with quantum annealing and random subspace coding. Proc. Adiabatic Quantum
Computing (AQC'21), June 22-25, 2021.

Izawa S., Kitai K., Tanaka S., Tamura R., Tsuda K. Continuous black-box optimization
with an Ising machine and random subspace coding. Phys. Rev. Research. 2022, Vol. 4,
N 2. Article 023062.

Barclay I. et al. Trustable service discovery for highly dynamic decentralized workflows.
Future Generation Computer Systems. 2022. DOI: 10.1016/j.future.2022.03.035

Wei Y., Xie P., Zhang L. Tikhonov regularization and randomized GSVD. SIAM J.
Matrix Analysis Appl. 2016, Vol. 37, pp. 649-675.

Zhang L., Wei Y. Randomized core reduction for discrete ill-posed problem. J. Comput.
Appl. Math. 2020, Vol. 375, Article 112797.

Wei W., Zhang H., Yang X., Chen X. Randomized generalized singular value decompo-
sition. Commun. Appl. Math. Comput. 2021, Vol 3, pp. 137-156.

Zuo Q., Wei Y., Xiang H. Quantum-inspired algorithm for truncated total least squares
solution. arXiv:2205.00455. 2022

Revunova E.G., Rachkovskij D.A. Using randomized algorithms for solving discrete ill-posed
problems. J. Information Theories and Applications. 2009, Vol. 16, N 2, pp. 176-192.
Rachkovskij D.A., Revunova E.G. Randomized method for solving discrete ill-posed
problems. Cybernetics and Systems Analysis. 2012, Vol. 48, N 4, pp. 621-635.

Revunova E.G. Analytical study of the error components for the solution of discrete
ill-posed problems using random projections. Cybernetics and Systems Analysis. 2015,
Vol. 51, N 6, pp. 978-991.

Revunova E.G. Model selection criteria for a linear model to solve discrete ill-posed
problems on the basis of singular decomposition and random projection. Cybernetics and
Systems Analysis. 2016, Vol. 52, N 4, pp. 647-664.

Revunova E.G. Increasing the accuracy of solving discrete ill-posed problems by the random
projection method. Cybernetics and Systems Analysis. 2018, Vol. 54, N 5, pp. 842-852.
Revunova O.G., Tyshchuk O.V., Desiateryk O.0. On the generalization of the random
projection method for problems of the recovery of object signal described by models of
convolution type. Control Systems and Computers. 2021, N 5-6, pp. 25-34.

Sokolov A., Rachkovskij D. Approaches to sequence similarity representation. /nt. J. Inf.
Theor. Appl. 2006, Vol. 13, N 3, pp. 272-278.

Sokolov A. Vector representations for efficient comparison and search for similar strings.
Cybernetics and Systems Analysis. 2007, Vol. 43, N 4, pp. 484-498.

Rachkovskij D.A. Development and investigation of multilevel assembly neural networks. PhD
thesis. Kiev, Ukrainian SSR: V.M. Glushkov Institute of Cybernetics, 1990. (in Russian)

Kussul E.M., Baidyk T.N. On information encoding in Associative-Projective Neural Networks.
Technical Report 93-3. V.M. Glushkov Institute of Cybernetics, 1993. (in Russian)

ISSN 2663-2586 (Online), ISSN 2663-2578 (Print). Cyb. and Comp. Eng. 2022. Ne 2 (208)



Neural Distributed Representations for Artificial Intelligence and Modeling of Thinking

72.

73.

74.

75.

76.

77.

78.

79.

80.

81.

82.

&3.

&4.

85.

86.

87.

88.

89.

90.

91.

92.

93.

Kleyko D., Osipov E., De Silva D., Wiklund U., Vyatkin V., Alahakoon D. Distributed
representation of n-gram statistics for boosting self-organizing maps with hyperdimensional
computing. Proc. PSI'19. 2019, pp. 64-79.

Kussul E.M., Baidyk T.N., Wunsch D.C., Makeyev O., Martin A. Permutation coding
technique for image recognition system,” I[EEE Trans. Neural Networks. 2006, Vol. 17,
N 6, pp. 1566-1579.

Rachkovskij D.A. Application of stochastic assembly neural networks in the problem
of interesting text selection. Neural network systems for information processing. 1996,
pp. 52—64. (in Russian)

Rachkovskij D.A., Kleyko D. Recursive binding for similarity-preserving hypervector
representations of sequences. Proc. IJCNN’22. 2022.

Kussul E., Baidyk T. Improved method of handwritten digit recognition tested on MNIST
database. Image and Vision Computing. 2004, Vol. 22, pp. 971-981.

Makeyev O., Sazonov E., Baidyk T., Martin A. Limited receptive area neural classifier
for texture recognition of mechanically treated metal surfaces. Neurocomputing. 2008,
Vol. 71, N 7-9, pp. 1413-1421.

Rachkovskij D.A. Distance-based index structures for fast similarity search. Cybernetics
and Systems Analysis. 2017, Vol. 53, N 4, pp. 636—658.

Rachkovskij D.A. Index structures for fast similarity search for binary vectors.
Cybernetics and Systems Analysis. 2017, Vol. 53, N 5, pp. 799-820.

Kussul E.M., Baidyk T.N., Lukovich V.V., Rachkovskij D.A. Adaptive neural network
classifier with multifloat input coding. Proc. NeuroNimes'93, Nimes, France, Oct. 25-29,
1993, pp. 209-216.

Lukovich V.V., Goltsev A.D., Rachkovskij D.A. Neural network classifiers for
micromechanical equipment diagnostics and micromechanical product quality inspection.
Proc. EUFIT'97, 1997, pp. 534-536.

Rachkovskij D.A., Kussul EM. DataGen: a generator of datasets for evaluation of
classification algorithms. Pattern Recognition Letters. 1998, Vol.19, N 7, pp. 537-544.
Goltsev A.D. Neural networks with assembly organization. Kyiv: Naukova Dumka. 2005,
200 p. (in Russian)

Rachkovskij D. Linear classifiers based on binary distributed representations. J. Inf.
Theories Appl. 2007, Vol. 14, N 3, pp. 270-274.

Goltsev A., Rachkovskij D. A recurrent neural network for partitioning of hand drawn
characters into strokes of different orientations. International Journal of Neural Systems.
2001, Vol. 11, pp. 463-475.

Goltsev A., Gritsenko V., Husek D. Segmentation of visual images by sequential
extracting homogeneous texture areas. Journal of Signal and Information Processing.
2020, Vol. 11, N 4, pp. 75-102.

Goltsev A. D., Gritsenko V.I. Algorithm of sequential finding the textural features
characterizing homogeneous texture segments for the image segmentation task.
Cybernetics and Computer Engineering. 2013, N 173, pp. 25-34.

Goltsev A., Gritsenko V., Kussul E., Baidyk T. Finding the texture features characterizing the
most homogeneous texture segment in the image. Proc. IVANN'15. 2015, pp. 287-300.

Volkov O., Komar M., Volosheniuk D. Devising an image processing method for transport
infrastructure monitoring systems. Eastern-European Journal of Enterprise Technologies. 2021,
Vol. 4,N 2 (112), pp. 18-25. https://doi.org/10.15587/1729-4061.2021.239084

Gritsenko V., Volkov O., Komar M., Volosheniuk D. Integral adaptive autopilot for an
unmanned aerial vehicle. Aviation. 2018, Vol. 22, N 4, pp. 129-135. http://dx.doi.org/10.3846/
aviation.2018.6413

Misuno L. S., Rachkovskij D. A., Slipchenko S. V., Sokolov A. M. Searching for text information
with the help of vector representations. Probl. Programming. 2005, N 4, pp. 50-59.

Goltsev A., Rachkovskij D. Combination of the assembly neural network with a percep-
tron for recognition of handwritten digits arranged in numeral strings. Pattern Recogni-
tion. 2005, Vol. 38, N 3, pp. 315-322.

Kasatkina L.M., Lukovich V.V., Pilipenko V.V. Recognition of the person's voice by the
classifier LIRA. Control Systems and Computers. 2006, N. 3, pp. 67-73.

ISSN 2663-2586 (Online), ISSN 2663-2578 (Print). Cyb. and Comp. Eng. 2022. Ne 2 (208) 27



Rachkovskij D.A., Gritsenko V.1, Volkov O.Ye., Goltsev A.D., Revunova E.G., Kleyko D., Lukovich V.V., Osipov E.

94.

9s.

96.

97.

98.

99.

Slipchenko S. V. Distributed representations for the processing of hierarchically structured nu-
merical and symbolic information. System Technologies. 2005, N 6, pp. 134-141. (In Russian)
Rachkovskij D.A., Revunova E.G. Intelligent gamma-ray data processing for environ-
mental monitoring. In: Intelligent Data Processing in Global Monitoring for Environment
and Security. Kiev-Sofia: ITHEA, 2011, pp. 136-157.

Revunova E.G. Rachkovskij D.A. Training a linear neural network with a stable LSP
solution for jamming cancellation. Intern. Journal Information Theories and Applica-
tions. 2005, Vol.12, N 3, pp. 224-230.

Revunova E.G., Rachkovskij D.A. Random projection and truncated SVD for estimating
direction of arrival in antenna array. Cybernetics and Computer Engineering. 2018, N
3(193), pp. 5-26.

Hinton G. How to represent part-whole hierarchies in a neural network. ar-
Xiv:2102.12627. 2021, pp. 1-44.

Goyal A., Bengio Y. Inductive biases for deep learning of higher-level cognition. ar-
Xiv:2011.15091. 2020, pp. 1-42.

100. Greff K., van Steenkiste S., Schmidhuber J. On the binding problem in artificial neural

networks. arXiv:2012.05208. 2020, pp. 1-75.
Received 17.03.2022

Pauxoscoruti J.A."?, II-p TEXH. HayK, Ipog.,

TOJIOBH. HayK. CHIBPOO. B/l HEHpOMEpeKeBUX TEXHOJIOT1H

00po0bnenHs iHdopmMartii, 3anpomenuii mpodecop,

BIJIIJIEHHS] KOMITIOTEPHHUX HAYyK, EIEKTPOTEXHIKH Ta KOCMIYHOI TEXHIKH,
https://orcid.org/0000-0002-3414-5334, e-mail: dar@infrm.kiev.ua

Tpuyenxo B.1', unen-xopecnonnent HAH Yipainu,

panuauk aupekiii, https://orcid.org/0000-0002-6250-3987, e-mail: vig@irtc.org.ua
Bonkog O.€.", kaH11. TexH. HAyK, CTapIIHii TOCITI HHUK,

nmupekTop, https://orcid.org/ 0000-0002-5418-6723, e-mail: alexvolk@ukr.net
Tonvyes O.J]. ! KaH[. TexH. HayK,

B.O. 3aB. Bi[UI. HeiipoMepexeBUX TEXHOJIOTIH 00pobeHHs iHpopmarii,
https://orcid.org/0000-0002-2961-0908, e-mail: root@adg.kiev.ua

Pesynosa O.I, 1-p. TexH. HayK,

CTapIIl. HayK. CITIBP. Bi/IJ. HEHPOMEPEKEBUX TEXHOJIOTIH 00pobIeHHs iHOopMartii,
https://orcid.org/0000-0002-3053-7090, e-mail: egrevunova@gmail.com
Kretixo J1.*, nokrop dizocodii (koM oTepHi HayKir),

HayK. cHiB., https://orcid.org/0000-0002-6032-6155, e-mail: denis.kleyko@ri.se
Jlykoeuu B.B. i

HayK. CITIB. BiJJI. HEHPOMEPEIKEBUX TEXHOJIOTIH 00poOIIeHHs iH(popMallii,
https://orcid.org/0000-0002-3848-4712, e-mail: vv197@ukr.net

Ocunos €.2, noxtop dinocodii (KoM’ roTepHi Hayku), mpodecop,
BIAJUICHHS KOMIT'IOTEPHUX HayK, €IEKTPOTEXHIKH Ta KOCMIUHOI TeXHIKH,
https://orcid.org/0000-0003-0069-640X, e-mail: evgeny.osipov@ltu.se

! MixxHapoHuit HayKOBO-HABYATBHHIT [IEHTp iHMOPMAIiHHIX
texHoJorii Ta cucreM HAH Ykpainu ta MOH YkpaiHu,

40, np. Akagemika ['mymkoBa, M. KuiB, 03680, Ykpaina

% Texnonoriunuit yuisepcurer Jlyseo, 971 87 Jlyneo, lseris

3 JHocnimgni inctutytu IBenii RISE, 164 40 Kicra, [Iserist

HEMPOMEPEXEBI PO3IIOIUIEHI TTIOJAHHS JAHUX
JUIS LLITYYHOT'O IHTEJIEKTY TA MOJIEJTIOBAHHSI MUCJIEHHST

Beryn. Cyvachuii iporpec y raiy3i CHeliaTi3oBaHOrO ITYYHOTO iHTENIEKTY TMOB'S3aH0 3 BUKOPHC-
TaHHAM TIIMOOKHX HEeHpOHHMX MepeX. OIHAK BOHM MAIOTh Psifl HENOJIKIB: NOTpe0a y BeTMYe3HUX
HabOpax JaHuX JUIs HABYaHHSI, CKJIAJHICTh HABYAJIBHUX IPOLEAYp, HAMIpHA CIIeLiasizallisi HaBya-
JIBHOTO Habopy, HECTIMKICTh O 3MarajbHUX aTak, BiJICYTHICTb 1HTerparii 3i 3HAHHAMH IIPO CBIT,
mpo0eMu poOOTH 31 CTPYKTYpaMH, BiJIoMi sIK Tipobliema 3B’ s3yBaHHs abo kommosuitii. [Tomonanas
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IIUX HEJOJIKIB € HEOOXiJHOI0 YMOBOIO JUISI IPOCYBAHHS BiJ| CIELAi30BAHOTO IITYYHOIO 1HTENEKTY
JI0 3araJIbHOTO, 1110 MOTpedye po3poOIICHHS alIbTEPHATUBHUX MiXO/IiB.

Mertoro crarTi € OrI JOCIIPKEHb 1[Or0 HANpsiMy, MPOBEICHUX Y MDKHApOIHOMY IICHTpI
nporsrom 25 pokiB. [linxig 10 MITY4HOro iHTENEKTy, L0 PO3POOJIAETHCS, BUILUIMBAE 3 ineid
M.M. AMocoBa Ta HOro HayKOBOI IIKOJIK. TakoK pO3IIISIHYTO 3B SI3KH 3 HAIIPSMAMH TiIEPBEKTOPHUX
o6uucnens (HDC) Ta BeKTOpHHX CHMBOTIUHUX apXiTeKTyp (VSA), a TaKoX 3 JOCIIPKEHHSIMH MO3KY.

Pe3yapTaTu. BuKiIaneHo KOHLENIIO PO3IMOIIICHOTO IOAAHHS JaHHX, BKIIOYAIOUH
HDC/VSA, siki 31aTHI Io1aBaTH pi3Hi CTPYKTYypH JaHUX. PO3riIsHyTO po3pobieHy napaaurmy
acoIIaTHBHO-IIPOSKTUBHIX HEHPOHHUX Mepexk: KOJBEKTOpHE MOMaHHS JaHWX, ONepalii cyre-
PTO3HIIIT Ta 3B'I3yBaHHs, 3arallbHy apXiTEKTypy, IEPETBOPEHHS JAHUX PI3HUX THIIIB Y KOJIBE-
KTOPH, METOJIU PO3B'sI3yBaHHS 3a/1a4 Ta IXHi 3aCTOCYBaHHS.

BucHoBOK. AiekBaTHe MOJAHHS JaHUX € OAHUM 3 KJIIOUYOBUX IMHUTaHb IITYYHOTO iHTEIe-
KTy. OCHOBHUM HaNpsMOM JOCIi/UKEHHS, PO3IJISHYTHM y LiH CTaTTi, € npobieMa IOAaHHS
PI3HOPIIHUX JAaHWX Y CHCTEMaX HITyYHOTO IHTEJEeKTy B yHidikoBaHOMY (opMaTi Ha OCHOBI
MOJICTIIOBaHHA HEHpOoHHOI opraHizamii MO3Ky Ta MeXaHi3MiB MucieHHs. Po3pobitoBaHuii
miaxig 0a3yeTbesl Ha TIMOTe31 PO3MOALICHOTO MOJNaHHs iH(popMalii B MO3KY Ta Jae 3MOTy
[OJIaBaTy Pi3HI THUIU JAHUX, BiJ YACIIOBHX 3HAYCHb JI0 TpadiB, y BUIJISAAI BEKTOPIB BEJIUKOI,
ane GikcoBaHOT pO3MIPHOCTI.

HajiBaxnuBilmuMu niepeBaraMu po3poOJICHOTO TIJIXO0AYy € MOKIJIMBICTH iHTerpamii Ta
e(eKTUBHOro OOpOOJICHHS Pi3HUX THMNIB JAaHUX 1 3HaHb, BUCOKUI CTYyMNiHb NapayelIbHOCTI
00YHCIIeHb, HAIMHICTh Ta CTIHKICTH IO IIyMiB, MOKJIMBICTh aliapaTHOi peai3allii 3 BUCOKOIO
NPOJYKTUBHICTIO Ta €HEProe(eKTHBHICTIO, 0OpOOJIEHHS IaHUX Ha OCHOBI acOIiaTHBHOTO
MOIITYKY 33 CXOXICTI0O — MOAIOHO JI0 TOTO, SIK MPAIIOE JIF0JIChbKa maM’sATh. Lle mae 3mory yHi-
(ikyBaTH METO/M, AITOPUTMH Ta POTPAMHO-aNapaTHi 3aCO0M I CUCTEM MITYYHOTO iHTese-
KTy, MiJBUIIUTH TXHIO MacIITab0BaHICTh 3a MIBUIKICTIO Ta IaM’ ATTIO 31 30UIBLICHHAM 00CsTy
Ta CKJIAJHOCTI JaHUX.

JlocipkeHHST CTBOPIOE OCHOBY JIJISI TTOJIOJIAHHST HEJIOJIKIB Cy4acHHX IiJXOJIB J0 CTBO-
PEHHS CIELIaTi30BaHOTO IMITYYHOTO IHTEJICKTY Ha OCHOBI TJTHMOOKHMX HEHPOHHHUX MEpex 1
BiIKPUBAE IUIAX 0 CTBOPSHHS 3arajbHOTO IITYYHOTO IHTENEKTY.

Knrouosi cnosa: posnoodinene nooaHHs OaHUX, ACOUIAMUBHO-NPOEKMUGHI HEUPOHHI Mepeci, Kooge-
KMopu, 2inepeekmopHi 00YUCTIeHH S, 6eKIMOPHO-CUMBOIbHI APXIMEKMYPU, WY UHULL IHIMeTeKm.
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NOPIBHANbHMI AHAMIS CTATHCTHYHOTO MOJENIOBAHHA
TA HANPAMIB WTYYHOTO IHTENEKTY

Bemyn. Cvoeooni xono 3acmocyganv mMemooie ma iHCMpyMenmie MauunHO20 HAGUAHHSA
PO3UUPIOEMBCA OYdHce WBUOKO, 8PAXOBYIOHU 3A2ANbHY A8MOMamu3ayilo ma yu@dposizayiro.
Bukopucmannus memodie ma 3acodié MAWUHHO20 HABYAHHS O/l MOOENOBAHHS CKIAOHUX
npoyecie 0ac 3mo2y po3e’s3yeamu CKIAOHI, NPAKmMuyHo Hepo36 szni 3adaui. [Ipome inwi
MEmoou MamemMamuiHo20 MOOeNO8AHHS HACMO MAKONC OOCUMb YCRIUWHO PO36 SA3VI0Nb
3a0auy nobyo0osu Mooeini Ha OCHOBI GUOIPKU eKChepuMeHmanvHux Oanux. Bascnueum 3a-
B0AHHAM € BUBHAYEHHS. CHIIbHUX MA GIOMIHHUX PUC DIZHUX HAYKOBUX HANPAMIE WMYYHO20
inmenexmy Ons NIOBUWEHHS AKOCME NOOY 008U MAMEMATNUYHUX MOoOeel.

Memoro cmammi € NOPIBHATLHULL AHAE3 3AC00I6 WIMYYHO20 HmMeaeKkny 01 no6y00sU Mame-
MAMUYHUX MOOenell, MAaKUX sK CIAmucmuine MoOet08aHHS, MAWUHHO20 HAGYAHHS, THMENeKmMYa-
JIbHULL QA3 OGHUX Ma 2TIUOUHHE HABYAHHS, MA BUSHAYEHHS YMOB IXHbO20 3ACMOCYBAHH.

Pesynomamu. Ilposedeno nopigHanbHULL aHAN3 MAWUHHO20 HABYAHHA MA THUWUX HANPAMIG
WIMYYHO2O THMENEKMY, SKULL NOKA3A8, WO He OUGTIAYUCL HA CXOJICICMb OOCTIONCYBAHUX HANPAMIG,
BOHU MAIOMb HU3KY CYMMEBUX GiOMIHHOCTet. LI Hanpamu MOJICHA po3PI3HUMU 30 MEMOTO0, MOJICTU-
sicmio nepesipumu abo iHmepnpemysamu ompumari pesynomamu. Ha 6iominy 6io cmamucmuuro-
20 MOOEIOBAHHS, 3ACMOCYBAHHS MEMO0i8 MAWUHHOLO HAGYAHHS BUMALAE MIHIMATLHUX JIOOCHKUX
3YCUTb, NPAKMUYHO 8Ce HABAHMAICCHHS JIAAE HA NPOSPAMHE 300€3NeYEHHS.

TIposedere 0oCnioNHceHHs: NOKA3AN0, WO AKWO Yi 08a NIOXOOU MOXCYMb OYMU SUKOPUCMAHT
DPasom, ye Modice npusecmiu 00 Kpawjozo pe3yiibmamy, Hidic KodiceH 3 nidxooie okpemo. Pezynsmamu
NOPIBHAILHO20 AHATI3Y MOHCEe OYIMU BUKOPUCIAHO OJ1A NOOYO008U CUCIEMU NIOMPUMKU NPULIHAMMSA
Piienb Ha OCHOBI IHOYKIMUBHO20 NIOX0OY Ma NPUHYUNIE MEMAMOOETIOBAHHS.

Bucnoeku. Busieneni cninohi ma 8iOMIHHI puctt 3aco0i6 MAUUHHO20 HABYAHHS A CIAMUCTU-
YHO20 MOOCTIOBAHHSL BUIHAUAIOMb ULTSIXU IXHBO2O CHLTBHO2O BUKOPUCANHS OIS NIOGUIEHHS SIKOCIT
ompumano2o peymbmamy. Boonouac mpeba apaxogysamu, wo 3a GUKOPUCIAHHS CIMAIMUCIUYHOZ0
MOOeno8anHs Oiivlue yéazu NPUOLTAEMbCA NOBediHYl MOOe, a MAWUHHEe HABYAHHS DLbULe 30Cepe-
OJHCEHO HA THMEPNPENY8aHHi MOOe Ma MOYHOCME NPOSHO3YBAHHSL.
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inmenexmyanvHil ananiz 0anux, iHmeieKmyanbHe MOOemo8anHs, IHOYKMUBHE MOOENI08AHH.

BCTYN

CporoziHi, B 4ac 3arajbHOI KOMIT toTepH3alii Ta udposizaiii, Bce OUTBIIY 1O-
MYyJSPHICTh 3J00yBalOTh METOMU Ta 3aCO0M MAaTEMaTHYHOTO MOJICIIOBAHHS, 3a
JIOTIOMOT'O0 SIKUX TPOBOJATH aHaJli3 BEIMKUX OOCATIB JAaHUX, IIYKAIOTh B HUX
B3a€MO3B’S3KM Ta MPOTHO3YIOTh MOKa3HUKW Ha MaiOyTHe. OXHUM 3 MOMYJISIp-
HUX 3ac00iB MOJIENIOBAHHS € METOAM MAaIIMHHOTO HaBYaHHS, SKi AIOTh 3MOTY
ITy>Ke MIBUIKO (4acTO B PEeXKUMi OHJIAHH) pO3B’sI3yBaTH JOCUTH CKJIQIHI 3a1adi.

MaremaTiyHe MOJEIIOBAHHS 3AHIIAECTHCS KIACHYHUM I1HCTPYMEHTapieM
OTPUMaHHS MaTeMaTUYHHX MOJENel CKIagHUX 00 €KTiB Ta MpoIeciB. Ane 3
MOSIBOI0 CyYacHUX MPOAYKTUBHUX KOMIT IOTEPIB 3’sSIBUIACh MOXKIIHUBICTH 00p00-
JISITH BEJIMYE3HI MaCHBH JIAHUX, 110 paHiie 0ys10 HeMoxnBo. [le cTumymtoBano
PpO3pOOIIEHHsI HOBHX MMIAXOJIB JI0 aHawi3y Takoi iHpopMarii 1y ToOyI0BU MO-
JleTielt 3a eKCIepUMMEHTAIbHUMU JaHuMU. Hanpukiaj, HeiipoMepeka HaB4a€eTh-
cs 32 BHOIPKOIO BXiTHHUX JAHWX TaKWUM YHHOM, MO0 MOCSITTH BHUCOKY TOYHICTH
00UYMCIIEHHS 3HAYEHb BUXITHOI 3MIHHOI HA OCHOBI BXiTHUX JAaHUX.

OTxe, HaIlpsAM MAalIMHHOTO HAaBYaHHA € IiJIX0A0M, 0 0a3y€eThCsl HA MaTe-
MaTHYHINA CTaTUCTHIII, aJle MAKCUMAIBHO BUKOPUCTOBYE MOXKIIMBOCTI CyYacHUX
KOMII'FOTEpIB.

MerTol10 1i€i CTATTi € aHaJi3 CHIJIBHUAX Ta BIIMIHHUX PUC PI3HUX HAyKOBUX
HANpsAMIB IITYy9HOTO IHTENIEKTY, TaKMX SK MAallWHHE HABYAHHSA, CTaTUCTHYHE
MOJICTIOBaHHS Ta IHTENEeKTyaJbHUHA aHaji3 JaHWX, Ta BU3HAYEHHS YMOB IXHBOTO
3aCTOCYBaHHSI.

BH3HAYEHHA NOHATL MATEMATHYHOIO MOJENIOBAHRA
TA MALIHHHOTO HABYAHHA

MogenioBaHHS B IIMPOKOMY CEHCI BU3HAYAIOTh SIK METOJ JOCHIIPKEHHS IpoLe-
ciB 200 SIBUII IIUIIXOM CTBOPEHHSI iXHIX MaTEMaTHYHUX MOJIEJICH Ta MOMaJIBIIO-
ro JOCHiKEHHS LIUX Moznesell. Memor knacuynoco mooeniogants € 3000yTTe,
00poOJIeHHs, MOAaHHsI Ta BUKOPUCTaHHs iH(opMmamii mpo 00'eKTH, sIKi B3aeMO-
JUIOTh MiX COOOFO Ta 30BHIIIHIM CEPEIOBUINEM, TOOTO MOAEIH TYT BUCTYIAE SIK
3aci0 mi3HAHHS BJIACTUBOCTEM W 3aKOHOMIPHOCTEH mMOBeAiHKH o00'ekta [1].
MopenoBaHHS BKJIIOYAE€ €Talld CTBOPEHHS, JOCHTIJHKEHHS Ta BHKOPUCTAHHS
MoJenei 00’ eKTiB.

Metonu MOzENIOBaHHS HIMPOKO BUKOPUCTOBYIOThH B Pi3HHX cepax JII0ICh-
KOl JIISUTPHOCTI, 0COOJMBO y TIPOEKTYBaHHI Ta KEPYBaHHI, 6 OCHOBHUMH € TIPO-
1ecH yxBaJeHHS e()eKTHBHUX PillleHb Ha OCHOBI iH(pOpMaLii mpo IOCTiHKyBaHi
00’ekT abo mpouec. OCHOBHUM NPHU3HAYSHHSM MOJENi B 3aBIAHHIX KepyBaHH:
€ TIPOTHO3 peakiii 00’ €KTa Ha Pi3HI KepyBaJbHI BIIMBH.

PosrnsiHeMo netanpHilie HanpsM MamuHHOro HaBuyanHusa (MH) sx oquH i3
3ac00iB MOJCITIOBaHHS TPOITECiB a00 00’€KTIB, Ta MOKAXEMO HOTO MicCIle cepen
HaNpsMIB MTY4YHOTO iHTeNnekTy. MH € miIMHOXUHO 3acO0iB IITYYHOTO iHTE-
JIEKTy, CHPSIMOBAaHMX Ha NOOYAOBY MOAENEH CHUCTeM HaBYaHHS 3a BHOIpKOIO
eKCIepUMEHTAbHUX JaHUX (HaBYaJbHI JaHi) 0e3 BUKOPHUCTAHHS SBHO 3aIlpor-

ISSN 2663-2586 (Online), ISSN 2663-2578 (Print). Cyb. and Comp. Eng. 2022. Ne 2 (208) 31



Casuenko-Cunsaxosa €.A.

pamMoBaHuX ertariB 00pobieHHs [2]. AnroputmMu MH 3a0e3neuyioTh M00YI0BY
MojelneH, HapUKIa, JUIsS MPOrHO3yBaHHSA [3], MOKIAMal0YMCch Ha CTaHIAPTHI
METOJM TIPOTpaMyBaHHS, Taki K OO0'€KTHO-OpPi€HTOBaHE IMporpamyBaHHS [4].
Bonrowac MH moHa BBaXKaTH CIIPOOOIO OMKCATH PealibHi MPOIECH Ta CHCTe-
MU LUIIXOM alpOKCUMALil MaTeMaTHUYHUX QYHKUIH (piBHSHB) [5].

3a3HauMMoO, 10 OCHOBHMMH BJIACTHBOCTAMHU MeToAiB MH € inTepnperamis
MOJIei, 3MEHIIICHHS PO3MIPHOCTI JaHUX, MOXKJIMBICTh MaHIITyJIFOBaHHS BJIaCTH-
BOCTSIMH, TEPEHECEHHS BJIACTHBOCTEH Ha iHINI 00’€KTH Ta OTPUMAaHHS HOBUX
3HaHb TOmO. Jlo 3amau MH Hanexarts Taki [5]: moOymoBa perpecii, kmacudika-
ITisg, KIacTepu3arlis, 0araroBapiaHTHUHN TOIIYK, OIIHIOBaHHS WMOBIpHOCTI, Ma-
IIMHHWHT TIepeKyal, BUSBICHHS aHOMAIH TOIIO.

®dopmankHo 3aBaaHHT MH MoXHA BU3HAYUTH TaK: KOMIT IOTEPHA ITporpama
Mae BUIOOYTH 3 IOCBiLy £ po3B’s3aHHS AESKOTo Kiacy 3aaad I Ta MipH sIKOCTI
(mpomyKTHBHOCTI) P 32 yMOBH, 10 sIKicTh P B T 33/1a4ax MOKPaNIyeThes 3i 3poc-
TOM J0cBiny E [6].

Ane x npu3HadeHHs MH HabaraTo mmpiie, HiX TUTBKHA PO3POOJICHHS MO-
JIeJIeH IS POTHO3YBaHHS Ta BU3HAYCHHS KOS(DIIiEHTIB MOMIEI JUTSI OIHCY TIEB-
HOI TipeaMeTHOT obnacTi [7]. MH 30pieHTOBaHO Ha BUBYEHHS €KCIEPUMEHTAIb-
HUX JIaHHX 32 JOIMOMOT'OI0 KOMITIOTEPHUX IPOrpam.

NOPIBHANHA METOJ|IB MALIMHHOIO HABYAHHA
TA CTATHCTHYHOIO MOJENIOBAHHA

Cratuctuune moaeaoBanas (CM) € TiapO3AiJIOM IITYYHOTO 1HTEIEKTY, SKHMA
OpIEHTOBAaHO Ha MOIIYK B3a€MO3B’S3KiB MK 3MIHHHUMH Y BUTJISII MaTeMaTHY-
HUX PiBHAHB, TOOTO CM 1e — hopmarizalist BiAHOLIEHb MiX 3MIHHUMH 32 HEBe-
JIMKOTO 00CATY JTAaHWX Ta KUIBKICTIO aTpUOYyTiB a00 CHOCTEPEKEHb, TOMY HEMO-
JKHA HEXTYBaTH HMOBIPHICTIO IEpEHABYAHHS Moeei [4].

CM mnparroe 3a HassBHOCTI MPUITYIIIEHb (0OMEXKeHb), Ha BIIMiHY BiJ alTopH-
t™™iB MH, sKi B minomy mo30aBiieHi OLTBIIOCTI TAKUX MPHITYIIEHB, 30KpeMa JIJIs
MH, six mpaBuio, He MOTPIOHO BKAa3yBaTH PO3IOALT 3aI€KHOI a00 He3aeKHOI
3MiHHUX. ToMy Metonu MH MoKHa 3aCTOCOBYBAaTH 110 Pi3HUX THIIIB JAaHHUX, Ha
BiaMiHy Bij MmetoaiB CM.

Cxoxicte MetoiiB MH ta CM mosnsirae y HasBHOCTI CXOXKUX IIUJICH, ajie BOHU
HE € OJJHAKOBUMH Harpsimami. B [1] 3a3Ha49€eHO, 10 CITIJIBHOIO PUCOIO IHX ITiXOIIB
€ erar oOyIoBH Mozeni. BogHouac y KJIaCHYHOMY MOJICITIOBAHHI CITOYaTKy CTBO-
PIOIOTH MOJIENb, TIEPEBIPAIOTH ii TOUHICTh, BU3HAYAIOTH TPAHUIII 3aCTOCYBaHHA 1 Yy
pasi HeoOXiqHOCTI 3MIHCHIOIOTh MOKPAIeHHs pe3ybTaTiB MoaemoBanas. MH mae
3MOT'y pO3B’A3yBaTH 3a/1aui 3aBsSKU 3aCTOCYBAHHIO alrOPUTMY HaBUYaHHS Ha BEJIH-
KO1 KUTbKOCTI 3pa3KiB, BHACIIIOK YOTO MOXKHA JIOCSITTH MPUMHATUX Pe3yJIbTaTiB.

OcHoBHo1o BinmMminHicTIO CM Ta MH € Te, mo CM 3acHoBaHa Ha UMOGIpHIC-
Hux npocmopax. CTaTUCTHYHY TEOPiI0 MO’KHA BUBECTH 3 TeOpil MHOXHH [8], 1e
9HCIIa MOYKHA 3TPYITYBATH B ITiIMHOHHH, a TIOTIM pO3paxyBaTH UM 3a1aTH Mipy
JUTST KOXKHOT TIMHOXHHH, 1100 rapaHTyBaTH, 0 CyMapHE 3HAYEHHS IHUX Mip
OyJe MOpiBHIOBATH OJTMHHIII.
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Tpaauuiiine craTucTUYHE MamunHe
MOJEJI0BAHHSA HABYaHHA

Puc. 1. lligxomu no tpaauniinoro CM ta MH [9]

Jpyra 3na4yna BigminHicte CM ta MH nonsrae ¢ ixuix yinix. CTaTuCTHYHI
MOJIEITI BUKOPHUCTOBYIOTD IS TIOIIYKY Ta IOSICHEHHS 3B’S3KiB MK 3MiHHUMH, TOIII
sk Monmenmi MH cTBOpeHi JyIs HagaHHS TOYHHX pE3yJbTAaTiB HA TECTOBUX ITAHUX.
Xoua NesKUMH CTaTUCTHYHIMH MOJIETISIMA MO>KHA POOUTH TIPOTHO3H, TOUHICTh IIUX
Mojiesiel 3a3BUYail He € HaKpPaIolo, OCKLUILKA BOHU HE MOXKYTh OXOIUTH CKJIAIHI
3B’SI3KM MK JaHuMH. 3 iHIIOro 00ky, Moxaeni MH MoxkyTh HajaTH Kpaiii IporHo-
3, ane ix Bakye nosiciut. MH € OuibI eMmipiuyHuM Mmiaxomaom [9].

Omxke, MeToro 3actocyBaHHs CM dacrilie € oxapakTeph3yBaTH B3a€MO3B'I30K
MK TAHAMH, a He pOOUTH TIPOTHO3H, TOMI sSIK MeToro MH € oTprmMaTh moBTOPIOBaHi
MIPOTHO3H, 1, B TIEPIITY YePTy, BAXKITMBOIO € TOUHICTh MOJIET, a 1i iHTeprpeTyBaHHs [9].
Inakme kaxxyun, MH nae indopmariro mpo kiHimesi pesynprati, CM — mpo B3aeMo-
3B'I30K MK 3MIHHUMH, TIPUITYCKAIOYH, IO JIaHi € JIHIHHAM PETPecopoM 3 J0/1aBaH-
HSIM JISSIKOTO BUTIAJIKOBOTO IITyMY, SIKHH 3a3BHYail Ma€e TayCOBCKUI Xapaktep [8].

Takox BiIMIHHICTb IIIX METOJIB BOAYaIOTh B 00CS31 OOPOOIIOBAHUX JaHUX Ta
y YacTIll y4acTi JIOIUHU Y moOyaoBi monenei [2]: MH mnoOpe npaiitoe 3 BeTUKUMU
MacHWBaMH JTAaHWUX, 3 BEJMKOIO KUTBKICTIO 3MIHHUX Ta cIiocTepekens; CM 3a3Buyait
3aCTOCOBYIOTH JI0 MEHIIIMX MacHBIiB TJAHUX 3 MEHIIIOO KUTBKICTIO 3MiHHHIX.

Ockinpku anroputMa MH MOXyTh TIPUBECTH 10 TepeHaBYaHHs, TO BUHHUKAE
HEOOXiTHICTh MOJIUTy BUOIPKH JaHUX Ha HABYAJIHHUU Ta TeCTOBH Hallp maHux. Lle
HE MPUTAMAaHHO CTATHCTHYHUM METOZaM, OCKUTBKH Y I[bOMY BUIIJIKy HEMaEe Hama-
TaHHA MiHIMi3yBaTH EMITIPUYHUAHN PU3HK.

Bigminnicte MH Ta CM nosisirae B cnocobi nepesipku mooeneii. Y TpaauiiiHii
KyJIBTYPi MOJICITIOBAHHS, OOy IOBaHA MOJIENb OIIHIOETHCS 33 KPUTEPIEM TOYHOCTI Ha
TECTOBMX MAHWX 1 IIe Oyne CBIUMTH TPO TOYHICTH MPOTHO3Y Ha HOBHX MaHWX. Ha
BiMiHy Binx 11boro, MH mepeBipsie Monenh Ha OCHOBI ii TOmepeTHROi TOYHOCTI, 3a-
CTOCOBYIOUH PO3MOJILUT TaHWX HA JBI HEPIBHI YaCTHHH B IPOLIECI MOOYIO0BH MOJIEINI:
Ha OJHII YacTHHI 3AIMCHIOETHCS HaBUaHHS 32 JAHUMH, Ha NpYTiil — mepeBipka, 3a
SIKOIO BU3HAYAIOTB SIKICTH HABYEHOI MOZIENi (HaIallTOBAaHHS HA BX1IHI JJaHi).

B ocnoBi Meronie MH mnokmazeHo miixif «90pHOT CKPUHBKUY, KA € HEBIIO0-
MHM BHITQIKOBHAM IIPOIIECOM, TOPIBHIHO 3 PaHiIle TepeadadyBaHUMH TTPOCTHMHU
BHUINAJIKOBUMH TIPOLIECAMH, SIKI JOCTIKYIOTBCS 3a JIOIOMOIOI0 TPaJULIiHOIO Mo-
nemoBaHHs. 3a TpaauiiiiauM CM Bech ceHC JOCIHIKEHHs MOJSTaE B TOMY, 100
BIZIKPUTH TaKi «JOPHI CKPUHBKI» JUTSA MTOTTHONIEHHS 3HAH IIPO 3MOEIBOBaHI IpH-
POJHI TIpOIIECH. , SIKI JIeKaTh B iX 0cHOBI. Ha puc. 1 cxemMaTiyHO mpoAeMOHCTPOBa-
HO mijaxoau Tpaaumniiinoro CM ta MH.
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V pasi 3acrocyBanHs CM 4acTo po3rIsAaioTh MPOIEC MOCTIOBAHHS JAHUX SIK
MIa0JIOH IS CTAaTUCTUIHOTO aHamizy [10], po3po0isiFoun Moemb, 0 IMITy€e TIpo-
Iec, SIKM HaMararoThes (hopMaimizyBatd. Tpeba OIHWTH TapaMeTpH i 3poOHuTH
BHCHOBKH, aJie X HaJal0Th CTOCOBHO MEXaHi3My poOOTH MOZENI, a He IPUPOJHOTO
npouecy, sSkuid BoHa iMiTye. MH 0azyeTbest Oe3mocepeJHbO HA AaHHUX CHOCTEpe-
JKEHb Ta HE TPHB’S3YETHCS 10 NPHUPOAHOTO CTOXACTUYHOIO IMPOLIECY, TOMY MOXKeE
JIOTIOMOTTH YHUKHYTH HETIPaBUJIBHUX MPHUITYILEHb MO0 IHOTO Ipotecy [9].

e pa3 migKpeCIMMO, 110 CTATHCTUYHI METOIU 30CEPE/HKCHI Ha BUCHOBKAX
PO B3AEMO3B’SI3KM 3a AOCHIIKYBAaHUMM IaHHMMH, IO JOCATAETHCSA LUIAXOM
CTBOPCHHSI Ta HANAINTYBAaHHSI KOHKPETHOI HMOBIpHICHOT MOJIEINI, sSIKa JTa€ 3MOTY
OOYHMCITUTH KiTBKICHY Mipy BIIEBHEHOCTI B TOMY, III0 BUSBJICHUH 3B’ 30K OMHCYE
«CTIpaBXHI» epeKT, sIKKii HaBpsa uu Oyae pedynsTatoM mymy [11]. Kpim To-
0, SKIIO B HASBHOCTI JOCTATHBO JAHMX, MU MOKEMO SIBHO MEPEBIPUTH MPHUITY-
HICHHS 1 33 TOTPeOU YTOUYHUTH OTPUMAHY MOJIEIb.

Tabnuys 1. NopiBHsinus 6a3oBux nousits CM 1a MH [4]

Puca

CTaTHCTHYHE MOJIETIOBAHHS

MamuHHe HaBYAHHS

OuikyBaHHH pe3yJbTaT

MaremMaTtnuHa MOJCIb

Heiipomepexi, rpadu

[Tapamerpu st Hana-

ITapamerpu Baru
LITYBaHHA
SIkuii MexaHi3M BHKO-
Hanaromkenus Hapuanns
PHUCTOBYETBCS
SIx mpamoroTe anro- | [IpoayKTHBHICTE Ha TECTOBIH
P poiy V3arajabHeHHs

pUTMH

BUOIpIIi

SIxi 3aBJaHHsA
PpO3B’A3YIOTH

OuinroBanns/Knacrepusaris

Haguanus 6e3 yuurens

MaremMaTH4Hi METOIM SIK OC-

Ha sxux mpuHmmmax Bumarae wmenme mpuiy-
HOBa, 3 TPUIYIICHHIMH Ta
OCHOBaHO LICHB.
00MEXCHHSIMU
ChopsmoBaHicTh  Ha | . .
PIBHSIHB aJTOPUTMIB
BUKOPHUCTaHHS

Po3Mip BUOiIpKH TaHUX

Hepenuka BuGipka qaHux

Moxe ImpanroBaTu K 3 Ma-
JIJUMH, TAaK BCIUKHUMH 00cs-

TaMHM JaHUX

TTotpeba B 3ycHUIsX
JIFOIUHU

3yCHILIS JTFOIUHU TTOTPiOHI

MiHiMabHEe BTpPYYaHHS JIO-

JUHA

Bmactusocti
MaHoi Mozei

oTpH-

Haiikpaia «o1inka»

[apHi MPOTrHO3HI BIACTHBOCTI

34
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Tabnuys 2. MopiBHsiHHA 0co0auBux puc CM ta MH [13]

Puca

CTaTHCTHYHE MOJIeTIOBaHHS

MaimnHHe HaBYaHHS

Mera 3actocy-
BaHHS

®dopmatizarlist B3a€MO3B'SI3KIB MK
3MIHHUMH y BUTJISI/II MaTeMaTnyd-
HUX PIBHSHb

ANropuTM™, SIKH MOXE HaBUUTHCS
3a JaHUMH, He MOKJIaIal0YHuCh Ha
IporpaMyBaHHs Ha OCHOBI IIPAaBHIL.

Ha mo cnipsimo-
BaHO

Heo0xinHo BU3HAYUTH QYHKIIIIO,
sIKa HAMKpaIiuM YUHOM OIHIIE
BXIi/IHI 1aHi 1epe]] HanalTyBaH-
HAM L€l Mozeni (Harpukiai,
JHIKHOTO, TIOJIIHOMA TOII[O)

He notpiOHO 3anaBatu QyHKILiTO,
OCKIUTBKH aJITOPUTMU MAITUHHOTO
HaBYaHHS MOXKYTh aBTOMAaTH4HO

BHBYATH CKJIAJHI Ia0JOHU JaHUX

TounicTs mpo-
THO3YBaHHS

IIporao3yBaHHs pe3yyIbTaTiB 3
TouHicTIO 85 %

IIporuo3yBaHHs pe3yyIbTaTiB 3 TOU-
Hictio 85 %

Yu € Tecty-
BaHHS JaHUX

BukopucranHus pi3HHX METOAIB
JIiarHOCTYBaHHS MTapaMeTpiB

BincyTHiCTh )KOTHUX CTATUCTH-
YHHUX TECTIB Ha 3HAYYIIICTh

Sk BinOyBa-
€THCS TECTY-
BaHHS

Jani nojineHo Ha ABi migBuOip-
ku: HaBuaneHy (70 %) Ta Tecto-
BY (30%).

Mogemni OyayroThCs Ha JaHUX
HaBYaJIbHOT BUOIPKH, & TECTY-
FOTBCS SIK Ha 3arayibHiil BUOip-
Ili, TaK 1 U1 OKPEMUX 3MIHHHUX

Jlani mo/iieHo Ha JBi MiqBHOIPKH:
HaBuaibHy (50 %) Ta TECTOBY
(50%).

Uepes BiICYTHICTb AiarHOCTYBaH-
Hs anroputMiB MH, HeoOxinHO
3IIICHIOBATH HABYAaHHS Ha JIBOX
BHOiIpKax JaHuX (HaBYAIBHIN Ta
TECTOBIH), 11100 3a0e3meunTH IBi

TOYKH TIEPEBipKU

Takoxx CM ta MH Bimpi3HAIOTBECS 3a 0b6uucarosaivrolo 30amuicmio. Kia-
cuaae CM Oyro po3po0iieHo Ui NaHuX i3 KiTbKOMa JeCATKaMU BXiTHUX 3MiH-
HUX 1 po3MipamMu BHOIpKH, SIKi ChOTOHI BBayKanucs 0 Mamumu abo MOMipHUMHU.
OpHak 13 30UIBIICHHSIM KIIBKOCTI BXiJTHUX 3MiHHUX, MOJIEJb, Ka (iKCye B3ae-
MO3B’I3KH, CTA€ CKIIAIHIIIO.

Hasnaku, MH 30cepemkyeThCsi Ha TPOrHO3yBaHHI 3a JIOTIOMOTOK) aJiTOPH-
TMIB HaBYaHHS AJIS MOLIYKY 3aKOHOMIPHOCTEH YacTO y BEJMKUX Ta TPOMI3JAKHX
nmaaux. Metomn MH OymyTh HaWKOPHWCHIII, KOJTU KiTBKICTh 00’€KTIB OLIBIIA,
HIK KUTBKICTh BXiHUX 3MiHHUX. MH poOuTh MiHIMaNbHI MPHUITYIIEHHS OO0
CHCTEM T'CHEPYBaHHS JaHHX; BOHH MOXYTh OYTH e(EKTHBHHUMH, HaBiTh SIKIIO
JlaHi 30UparoThcs 0e3 peTeNlbHO KOHTPOJIHOBAHOTO IUIAHY EKCIEPHMEHTY Ta 3a
HASBHOCTI CKJIAJIHUX HENTIHIMHUX B3a€MO3B’s3KiB y AaHux. OJHAK, HE3BAXKAIOUU
Ha MEePEKOHJIMBI pe3yJIbTaTH MPOrHO3YBAHHS, € WMOBIPHICTh YCKIIAQJIHEHOI iHTE-
pHpeTaLio OTPUMaHHUX Pe3yJIbTaTIB.

Hapmaku, MH 30cepemKxy€eThcs Ha MPOTHO3YBAHHI 32 TOTIOMOTOI0 aJlTOPH-
TMIB HABYAHHS JJIs1 MOUIYKY 3aKOHOMIPHOCTEH YacTO y BEIUKUX Ta TPOMI3AKHX
nmannx. Metoqu MH OynyTh HallKOpPHCHIMII, KOJH KiJIBKICTh 00’ €KTIB OLbIIA,
HDK KUTBbKICTh BXiHUX 3MiHHHX. MH poOuTh MiHIMaJbHI NpUMYIIEHHS MIOAO
CUCTEM TEeHEPYBaHHS JIaHWUX; BOHHU MOXYTh OyTH €(EKTUBHHUMH, HABITh SKIIO
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JlaHi 30UparoThCs 0e3 peTebHO KOHTPOJIBOBAHOTO IUIAHY EKCIIEPUMEHTY Ta 3a
HAasBHOCTI CKJIAIHUX HETIHIHHUX B3a€MO3B’S3KiB Y maHnx. OqHaK, He3BaXKAIOUH
Ha TIEPEKOHJINBI Pe3yJIbTaTH MPOTHO3YBaHHS, € HMOBIPHICTh YCKIAQIHEHOI iHTE-
prpeTarito OTpIMaHUX Pe3yIbTaTiB.

Tpeba BpaxoByBaTH BiAMIHHICTH y TEPMIiHOJOTII y pa3i 3actocyBanHs CM
ta MH [4].

Xou4a € CX0XKICTh MK MeTomuuHuMH migxogamu CM ta MH, ane BoHa He
3apxau oueBrgHa [12]. OOuaBa migxoau BUMAararTh MiHIMI3allil IOMUJIOK, ajie
BUKOPHUCTOBYIOTh Pi3HI CTpaTerii onTuMizaiii i BIOCKOHAJIEHHS CBOIX aJro-
putMiB. KokHMIA TiAXim Mae cBOi CHUIBHI CTOPOHH, 1, IK HACHTIIOK, MOXYTh PO3-
TJSIIaTHCA K JofaTkoBa ctpareris. Hanmpukimaa, MH moxe 3abe3nedntn neBHE
PO3YMiHHSI TIPOIIECY, SIKU OMUCYIOTH YacOBi PSIM, BUAUIMBINM MEBHUHN TXHIH
KJac, sskoMy OyInyTh BiAmoBizaTH pi3Hi MeToau moOyaoBu Moaenei. Y Tabm. 2
MOKa3aHo pucH, 1o nputamanHi i CM, i MH, Tta ixHi BigminHOCTI [13].

Otxe, KO MOTPIOHO BUOPATH aJITOPUTM, SKUH 3 BUCOKOIO TOYHICTIO HaJlaBa-
THUME TIPOTHO3H, TO ciiin BuOparu MH. SIkiio moTpiOHO IOBECTH 3B'SI30K MiX 3MiH-
HUMH a00 pOOUTH BUCHOBKH 32 HassBHUMU JaHuMu, CM Oy e Halikpanm [8].

NOPIBHANHA MAMHHAOIO HABYAHHA TA
IHUMX HANPAMIB WTYYHOrO ITEREKTY

J10 3ac00iB IITYYHOrO IHTEICKTY TAKOXK HAICKUTD IHTEJIEKTYAJIbHUI aHAI3 JTaHUX
(IA[L), sxuit BumrepeniB MH maibke Ha 1Ba JECATHITTS, CIIEPITY 32 HA3BOIO «BHSB-
JIeHHs 3HaHb y 0azax gaHux» (KDD) [14], a motim — Data Mining. /4/] — uie cyky-
MTHICTh METO/IIB BUSIBJICHHS 32 TIEPBHHHAMH JaHUMU PaHillle HeBiIOMIX, HETPHBIaJIb-
HHX, KOPUCHHX Ha MPaKTHLIi Ta AOCTYMHUX IS iHTepIpeTaLii 3HaHb, 5IKi € He0OXi-
HHUMH JUTSl IPUAHATTA pillieHb B pi3HUX cdepax Jmoncbkoi misubHocTi [15]. IA/] BU-
KOpUCTOBYIOTH 3 1930-x pokiB, MH 3'sBuBCst B 1950-X pokax, Brepiie BAKOPUCTaHHH
B [IPOTpami I'PH B IIAIIKH.

IA]] € MeTOIOM IOCTIKEHHS 310paHuX BXITHUX JAHUX IS BU3HAYCHHS KOHK-
perHoro pe3ynbrary. CyTh Ta MeTy TexHojorii IA/l MoxHa oxapakTepu3yBaTu sK
TEXHOJIOT1I0, KA NPU3HAUeHa IS MOIIYKY B BEJIMKUX 00csArax AaHHUX IPUXOBAHUX
3aKoHOMipHOCTell. 3 iHmoro 00Ky, y pa3si 3actocyBanHs MH 3milicHIo€ThCS Ha-
BYAHHS I BUKOHAHHS CKJIaIHUX 3aBJaHb, 3 MOJAIBIINM BHKOPHCTaHHAM 3i0pa-
HUX JaHHX JUTs1 PO3B’I3aHHS BCE CKIIAIHIIINX 3aB/IaHb.

Otxe, sk MH, Tak i IA]l mat0Th 3MOT'y BiIKpHUBaTH 3aKOHOMIPHOCTI B JTaHUX,
TOOTO HOBI 3HaHHS, ajie 3 pi3HOI MeTor: MH — 3mificHIOBaTH KOMIT IOTEpHE
HaBYaHHS Ul PO3B’s3aHHA 3aBAaHb; A/l — 1 HagaHHA JTIOOMHI MOXKIMBOCTI
JOCIIKYBaTu JlaHi Ta iHTEpHpeTyBaTH OTpUMaHi pe3yibratu. Bognouac A/, B
OCHOBHOMY, 30CEPEIKYETBCS Ha PO3BIIHOMY aHaii3i 3a JOMOMOIOI HEKOHTPO-
JOBAHOTO HAaBYaHHSA, TOOTO KOJIM CTPYKTypa BXiJHUX AaHHX HeBimoma. 3a [16],
IAl onepye 3MicToBHUMH 3aBAaHHsMH, a MH — 3acTocyBaHHSIM MareMaTHYHOT
Teopii, Ipalfoe 3 anroputMami [17], TOMy BHHHUKIIN TakKi TEPMIHU 5K, HATPUKIIA,
«aITOPUTMHU MAIIMHHOTO HABYAHHS B aHAJII31 TaHUX.
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Puc. 2. 3icraBneHHs MAalIMHHOTO HABYaHHA Ta IHIIMX IiAXOIB 10
PO3B’sI3aHHS 3aBJlaHb IITYYHOTO iHTENeKTY [9]

OTxe, MOXKHA TTIACYMyBaTH OCOOTMBOCTI OITUCAHUX HAIPSIMIB.
Cmamucmuure MOOeN08aAHHA:
* Oinbie, Hixk [A]], 6a3yeThcst Ha CTATUCTUYHIN TEOpii;
* OiyIbIIIE 30CepeKYETHCS Ha MEPEBIpLI TinoTes.
* Mawunne naguamnms:
* Ma€ 3HAYHO OLIBIIOI0 MIPOIO EBPICTUYHHHN XapaKTep;
* KOHIICHTPYETRLCS Ha MOJITIIICHHI TIPOIIeCy HaBYAHHS.
* Inmenexmyanvruii ananiz Oanux
* XapaKTepU3y€EThCA IHTETPAIIi€I0 TEOPii 1 eBPUCTHK;
* J1a€ 3MOT'y CKOHIIEHTPYBATUCS Ha €JMHOMY MPOLIECi aHAIIi3y JaHUX, OXOII-
JIFO€ OYMIIECHHS TAHUX, HABYaHHsI, IHTErpaLlilo Ta Bizyali3amilo pe3yJbTaTiB.

Data Sciences (DS) — nayka npo gani. Lle oOumcmoBaibHI Ta CTATUCTUYHI
METOJTH, SIKI 3aCTOCOBYIOTHCS 10 TAaHUX — SIK HEBEJIMKMX, TaK 1 BEJIMKHUX HAOOPIB
maaux [8]. DS Bkmowae morepemHe oOpoOIeHHS Ta aHAI3 JaHWX, KOyBaHHSI,
BCTAHOBJICHHSI KOHBEPTOPA, 3'enHaHHsA Mix B/l, BeO-cepBicamu Tomo. Jocminauis-
KW a00 pO3BiMyBaNbHHN aHATI3 JAHUX BKIIFOUA€ BUBUSHHS Ta Bi3yawi3allifo TaHUX,
00 1onoMorTy (axiBiio Kparie po3yMiTH i AaHi Ta pOOUTH 3 HUX BUCHOBKH [ 18].

e oxniero rpynoto metonieB MH € metonu riaméunHoro HaBuanus abo Deep
Learning. Tepmin «rimbunHe HaBuanHs» (I'H) Bunmk B cepemuni 2000-x pokis,
xo4a okpemi meromu I'H Bimomi 3 80-x pokiB muHynoro cropiyus [20, 21]. [ToOy-
JI0Ba HEHPOHHUX MEPEX € HaMOULIbII INPOKO BUKOPHUCTOBYBAaHUM AJITOPUTMOM
MH nns nporro3yBaHHS. 3aCTOCYBaHHS HEHPOHHOI Mepexi IO 4acOBHX PALIB
Ma€ pi3Hi BapiaHTH 3aJIeKHO BiJl CTPYKTYPH Ta KJIacy 4acOBUX PAIIB i 1a€ MOXK-
JMBiCTH OOPOOJIATH CKIIaIHI CTPYKTYpH Aanux [13].
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OcHoBoto I'H € HeiipoHHa Mepexa 3 KUTbKOMa PiBHAMHE ISl TOBTOPHOTO Ha-
BUYAHHS 32 BXimHumu nanuMu [22]. HeliponHa Mepexa iMiTye poOOTy JIFOICHKOTO
MO3KY, III0 Ha/1a€ MOMJIMBICTh BUPINITYBATH ITOTaHO BU3HAYeH! mpobiemu. [Ipukia-
JaMH 3aco0iB pO3B’sI3aHHS TAKMX 3aBIaHb € MPOrpaMy PO3Mi3HABAHHS 300paKeHb,
MOBJICHHSI Ta KOMIT FOTEPHOTO 30DY.

OcraHHIM YacoM Bce MIMpLIE BUKOPHCTOBYIOTH TEPMiH iHTeIeKTyajlbHe MO-
aenoBands (IM). [HTenexTyanbHe MOAECTIOBAHHS BU3HAYEHO SK MPOIIEC MO0y I0BH
Mozernel 00'eKTiB 13 3aCTOCYBaHHSIM 3HaHb Ta IHCTPYMEHTAJIBHHUX 3aco0iB, sIKi 3a-
0e3meuyroTh JOCATHEHHS SKOCTI MOJIeNel Ha piBHI KBami(hikoBaHOTO KOHCTPYKTOpPa
Moerelt (koprcTyBada, Monelbepa) [19]. [HTenekTyamsHe MOACITIOBAaHHS BKITIOYAE
Habararo OinbIie, HiXK IHCTPYMEHTH 1 METOAU PO3KPUTTS MIaOIO0HIB (3aIeKHOC-
Teil) B gaHux. Mogens mMae OyTH HajnaliTOBaHa TaKUM YWHOM, IIOO JIIOIMHA
3MOTJIa 3pO3YMITH Ta KUTBbKICHO OLIIHUTH TOYHICTh MPOTHO3YBaHHS AJIS MaiOyT-
HiX (1Ie HE OTPUMAaHUX) AaHuX [7].

Jns ananizy cniBigHomenass MH, CM Ta iHIIMX HanpsIMiB IITYYHOTO iHTENEK-
Ty HaBemeMo Jmiarpamy Benna [2], sika cXeMaTHIHO AEMOHCTPYE BiITHOIICHHS ITHX
HanpsiMiB (puc. 2): IAJ] — iHTenexTyampHri aHami3 qaHux, PO — posmi3HaBaHHS
o6paziB, MH — mammane nHaBuanns, KDD (Knowledge Discovery in Database) —
BIIIKpHUTTS 3HaHb y 0a3i nanux, ['H — rnubunne HapyaHHs. L[ miarpama BisyaiabHO
JEMOHCTpY€ NEBHI EPETHHN HAMPIMKIB IITYYHOTO 1HTEIEKTY MK COOOIO.

Kelleher, J. D. migkpecnus, 110 nepimMm po3poOHukoM Heiipomepexi [H e
O.I'. IBaxHEeHKO, MeTO/ I'PYNoOBOro ypaxyBaHHsi apryMeHTiB (MI'YA) sxoro
BBA)KAETHCS TEPILIOI HEMPOHHOIO MEPEXKEL0, KA HAaBUAETHCA 3a BXIIHUMM JaHU-
mu [21]. [eprmmii 3aranpHAA POOOYHIT AITOPUTM KEPOBAHOTO HaBYAHHS Oararto-
piBHEBOI Mepexi repcenTpoHiB OyB omyomikoBanuid y [23]. Y [24] Oyno omnmcano
HEWPOHHY MEpPEKy 3 BOCBMUMA IIapaMH, HABYEHMMH METOJIOM TPYyIIOBOrO ypaxy-
BaHHS apryMEHTIB, SIKUH IIMPOKO BUKOPUCTOBYIOTH 1 J0ci [25].

MI'VA Takox Moxe OyTH Ha3BaHO OJJHHM 3 allTOPUTMIB 1HTEIEKTYaJIbHOTO
MOJIEITIOBAHHS, SIK METOJ] CHHTE3Y MOJIeNIei 3 aBTOMAaTHYHUM BHOOPOM CTPYKTY-
pU Ta MapaMeTpiB JIHIAHUX, HENIHIMHUX, PI3HAIEBUX Ta IHIINX MOJAENeH Ha
OCHOBI KOPOTKO1 BUOIPKH JaHUX B YMOBaxX HEBU3HAYEHOCTI Ta HETIOBHOTH BHXi-
nmHOT iH(opMaIlil 3 METO BHSIBICHHS HEBIZIOMOI 3aKOHOMIPHOCTI (PYHKIIOHY-
BaHHS JIOCJIXKYBaHOTO 00'ekTa a0o Imporecy, iHpopmalis npo siKy HesIBHO Mic-
TUTbCA y Bubipmi ganux [19].

B anroputmMax MI'Y A noain BHOIpKH HESIBHO (aBTOMaTH4YHO) 3a0e3nedye J1o-
TPUMaHHS BiJIOMOTO TIPHHIIAITY KOMIIPOMICY MK CKJIAIHICTIO MOJIENI Ta i TOUHicC-
TIO IS IOOYZ0OBH MOJIEINTI ONTUMAITEHOI CKIIQIHOCTI. 1le mae MOKIMBICT BIAHECTH
MI'VA 5o Haife()eKTUBHIMIMX METOIB OOYHCIIOBATLHOTO IHTENEKTY, TOMY IIei
METOJT MOXKe OyTH OCHOBOIO JIJIS PO3pOOIIEHHS IHCTPYMEHTAIBHIX 3aC001B iHTETIEK-
TYaJIbHOTO MOZICITIOBaHHSL.

NOC/HAHHA PISHHX METORIB WTYYHOTO IHTEREKTY

Sk BkazyBanoch, MeToro 3actocyBanHs sk MH Ttak i CM € HaBuaHHs Ha OCHOBI
JaHuX. Ajle MK IIMMH MiIXOJaMH HEMae JKOPCTKOrO po3MexyBaHHA. Jleski
(haxiBIli 31 CTATUCTUYIHOTO MOJICTIOBAHHS 3amo3uduiid Metoan MH, pyxarounch
o o0'emHaHOl 007acTi, Ky BOHH HAa3WBAIOTh «CTATUCTUYHUM HaBUYAHHSIM)
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(anrmn. statistical learning) [26]. TepMiH «CTaTUCTHYHE HABYAHHS € CKBIBaJICH-
TOM TIPOTHO3HOT'O MOJIEITIOBAHHS [7].

Teopist cTaTUCTUYHOTO HAaBYaHHS € OCHOBOIO Juisi MH, ske Ga3yerbcs Ha
CTAaTUCTUYHIA Teopii Ta QyHKITIOHATEHOMY aHaii3i [27]. Teopis cTaTUCTHIHOTO
HaBYAaHHS Ma€ CIpaBy 3 MPOOJIEMOI0 CTaTUCTHYHOTO BHCHOBKY 3HAXOKEHHS
MPOTHO3HO1 (PYHKIIIT HA OCHOBI JaHHWX Ta YCIIIIHO 3aCTOCOBYETHCS B TaKHUX Ta-
Ty34X, SIK KOMIT IOTEpHHH 3ip, po3Mi3HaBaHHSI MOBH Ta 0ioiH(pOpMaTHKa.

CraTucTHuyHe MOJICIIOBAaHHS BUMAarae 3HaTH, SIK 1 YoMy Oyja BUOpaHa KOH-
KpeTHa MOJIENb, a He SIK 1 YoMy POOJATBCS KOHKPETHI MporHo3u. Lle He MeHIn
Ba)KJIMBO, HIXK IHTEPIPETOBAHICTh MOJEI.

Ane BucnoBieHo AyMKYy [10], 110 06:1aCTh BUKOPUCTAHHS CTATUCTHYHOTO aHATi-
3y MOKE 3MEHIITUTHCH SK Yepe3 BTPATy aKTYaJIbHOCTI, TaK 1 «KPHXKICTBY» METOIIB
yepe3 IrHOpyBaHHsI alITOPUTMIYHOTO Tiixoy [7]. ToMy criiyibHE 3aCTOCYBaHHS TaKUX
TTTXO1iB MOYKE IABATH KpaIlli MOJIEN, HXK KOXKEH 3 TTIX0IiB oKpemo [1].

Croroani 3acrtocyBaHHs MH crano Ba)JIMBUM €JIEMEHTOM Yy MPUHHATTI Pi-
nieHb. [le peBONIOIIOHI3YBAIO MPOLIEC MPUUHATTS PIllICHb 3aBASKA MiHIMAJIBLHO
MOXKJIMBOMY 4acy, HEOOX1THOMY IS iX MpUHHATTS. KoxkeH pyX Iitozieid, Marepiaiis,
TOTOBOI MPOYKIIii TOIIO (hIKCYETHCS Ta 30€PIracThCs SK JTaHi Ta BHKOPHUCTOBYETHCS
JUTS TIPAAHSITTS PillIeHb 3a JOIIOMOTOI0 3aCO0IB IMITYYIHOTO iHTEIEKTY.

[NosiBa Ta po3BuTOK iHCTpyMeHTIB MH cripocTrim cTaTUCTHYHE MPOTHO3YBaH-
HSl 3aBJISIKH JIOCTYITY JI0 OLTBIIIOT0 00CATY JTAHUX MOPIBHSIHO 3 MUHYJIAM.

Haiikpammum Bapiantom Oyze minxiz, 3a sSIKUM BpaxOBYBaTUMEThCS Halikpaile,
0 € B MH ta CM. I[IpoBe/ieHi AOCTIIKEHHS IEMOHCTPYIOTh, 1110 3HAYHO KOPHC-
Hillle BAKOPUCTOBYBATH 111 MJIXOJH Pa3oM, HiK OKPEMO, SIKIIIO € TaKa MOYKIIHBICT.

Otxe, cripaBXHIN (DaxiBenp 3 aHATI3y JaHUX TOBHHEH MAaTH B CBOEMY ap-
cenaii obmapa migxoau — MH ta CM. Croromni 3acoon MH He MoXkHa pearti-
3yBatu 0e3 HafiitHO1 cratucTiuaHoi 6a3u [28]. [Iporpamuanii Ko, HaMCaHUH IS
MIOJISTIIICHHS pOOOTH CIIeliaiicTa 3 aHalli3y JaHWX, HE CKAaCOBYE MOTPEOH B TIIHU-
0OKOMY PO3yMiHHI T€Opii 00’ €KTIB UK MPOIIECIB, IO AOCHTIIKYIOThCS.

IIpoBenenuit MOPIBHAIIBHMI aHAJI3 PI3HUX HANPSMIB IITyYHOTO IHTEIEKTY, TaKUX
SK MaIllMHHE HABYAHHS, CTATUCTUYHE MOJIETFOBAHHSI, IHTENEKTyaJ IbHUI aHawi3 Ja-
HUX, TJIMOMHHE HaBYaHHs Ta IHTENEKTyaJbHE MOJIEIFOBAHHS, TI0Ka3aB, 0 HE JI1B-
JSIYUCh Ha Te, IO BCI i HAIIPSMH CXOKi MiXK CO00I0, BOHU MAarOTh 3HAYHI BiJIMIHHO-
CTi Ta OOMEKEHHS JIJIsSI OTIPAIFOBAHHSI JaHHX.

IToxazano, 110 TOJOBHA BIAMIHHICTE IMX IIAXOMIB — IxHsa MeTa. Tak Meromu
CM BuMararoth y po3poOHHKA MOJAEII PO3YMIHHS B3a€EMO3B'SI3KY 3MiHHHUX y PiB-
HSIHHI, 00 SKHAWKpaIie OMiHATH (QYHKII0 BUXOAY 3 IPUHHATHOIO TOMHUJIKOIO.
Metoau MH 3xiiicHIOIOTE HaBUaHHSI 1711 O3B’ I3aHHS CKIIAJIHUX 3aBIaHb, METO-
mu IAJl — HamaoTe IIOJUHI MOXKIHUBICTH 32 JIOTIOMOTOK KOMIT IOTepa
po3B’si3yBaTH cKIaaHi 3amaui. Kpim toro, 3actocyBanns meroniB MH Bumarae
MIiHIMQJIBHUX JIIOJICBKUX 3yCHJIb, MPAKTUYHO BCE HABAHTAXKCHHS JIATa€ Ha IPO-
rpaMHe 3a0e3MeueHHs.

[IpoBenenwmii aHaii3 MOKa3aB, IO Ti TaXy3i JHOCTIIKEHb, 1€ 3aCTOCOBYIOTh
CIIIBPHO KJIACHYHE (CTAaTUCTUYHE) MOJCITIOBAHHS 1 MallMHHE HAaBYAHHS MAIOTh
YCHIMIHIII MOJEINI HiX Ti, AKi € pe3yJIbTaTOM 3aCTOCYBaHHI IIUX ITiIXOIIB OKpe-
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Mo. Pe3ynbTaT MpoOBENEHOTO JOCHIHKCHHS MOXE OyTH BUKOPUCTAHO JUIsI TIO-
OyIOBY CHCTEMH HiATPUMKH TMPUHHATTS PIillICHh HA OCHOBI CITUTEHOTO BHKOPHC-
TaHHS CTATUCTUYHOTO MOJICITIOBAHHS 1 MAITMHHOTO HABYAHHS.
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COMPARATIVE ANALYSIS STATISTICAL MODELING AND APPROACHES
OF ARTIFICIAL INTELLIGENCE

Introduction. Nowadays, the application of machine learning methods and tools is
developing very rapidly, given the overall automation and digitalization. The use of machine
learning methods and tools for modeling complex processes makes it possible to solve
problems that were previously difficult or impossible to solve.

However other methods of mathematical modeling also make it possible to solve the
problem of constructing a model based on a sample of experimental data. The task was to
compare various scientific areas of artificial intelligence, such as machine learning,
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mathematical modeling, statistics, data mining and inductive modeling in terms of building
mathematical models, to find out what common and distinctive features they have.

The purpose of the research is a comparative analysis of the areas of mathematical
modeling, statistics and machine learning.

Results. A comparative analysis of machine learning and other approaches to solving
artificial intelligence problems was carried out.

Conclusion. The conducted analysis shows that machine learning and mathematical
(statistical) modeling are similar concepts, but not the same, and it does not depend on the
purpose of applying algorithms based on these approaches. Where it is possible to use these
two approaches together, this seems appropriate as it can increase the amount of data
processed and increase the "understandability" of the resulting models.

Keywords: machine learning, mathematical modeling, artificial intelligence, data mining, statistics.

ISSN 2663-2586 (Online), ISSN 2663-2578 (Print). Cyb. and Comp. Eng. 2022. Ne 2 (208) 43



Intelligent GControl
and Systems

DOI: https://doi.org/10.15407/kvt208.02.044
CCBY-NC

BONDAR S.0., PhD student,

Researcher of the Intellectual Control Department.
https://orcid.org/0000-0003-4140-7985, e-mail: orangearrows@bigmir.net
SHEPETUKHA Yu.M., PhD (Engineering), Senior Researcher
Acting Head of the Intellectual Control Department
https://orcid.org/0000-0002-6256-5248, e-mail: shepetukha@irtc.org.ua
VOLOSHENYUK D.O., PhD (Engineering),

Senior Researcher of the Intellectual Control Department
https://orcid.org/0000-0003-3793-7801, E-mail: p-h-o-e-n-i-x@ukr.net
International Research and Training Center for Information Technologies
and Systems of the National Academy of Sciences of Ukraine

and Ministry of Education and Science of Ukraine.

40, Akad. Hlushkov ave., Kyiv, 03187, Ukraine.

USING OF HIGH-QUALITY POSITIONING TOOLS FOR HYBRID
UNMANNED AERIAL VEHICLES AUTOMATIC CORRECTION UNDER THE
LIMITED SPAGE CONDITION

Introduction. Original class of hybrid unmanned aerial vehicles is considered for multitask
mission accomplishment at this article. Advantages of such vehicles usage for purposes that
are always done by several different agents are considered. Perspective of the position
precisioning for different tasks that could be done by unmanned aircrafis is analyzed.

The purpose of the paper is to universalize the process of surveillance, photo and video data
collection and other missions that is provided by unmanned aerial vehicles today. The action of
data precision during some periods of the misson accomplishment and increased specification for
main targets of the mission could demonstrate brand new vector of the unmanned aerial vehicle
usage and creation of the brand new domains for the unmanned aerial vehicles. Complex data
gathering could help to avoid extra mediators and could simplify data processing on the next
stages and also could do such data much more precise.

Results. The usable scenario of route for hybrid unmanned aerial vehicle and the model
of it could be a proof of universal multitask unmanned aerial vehicle utilization. Such
scenario unites several information missions of different scale and could provide data for
several data centers that can use it for defferent problem solving just from one flight. Also it
proves that utilization of such aircraft with an additional onboard precision block could be
the next step at the mapping and digitalizing domains. Financial analysis of the market is
provided for demonstration of the fact that such hybrid aircraft complex system would
provide such scale as well as attention to the object details but be much cheaper then
mapping and surveillance systems that are already existing.

© BONDAR S.0., SHEPETUKHA Yu.M., VOLOSHENYUK D.O., 2021
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Conclusion. A need for optimization of some problems that could be achieved by
unmanned aerial vehicles leaded to the usage of hybrid vehicles that were represented at the
paper. Complex design of such an aircraft could be a collateral disadvantage but the whole
influence of the hybrid UAV usage for different tasks would optimize a lot more processes,
devices and unnecessary equipment that would be needed for a large list of tasks at each
domain UAVs are using right now from surveillance to agricultural tasks. Model of different
scale purpose universal hybrid unmanned aerial system is a proof of the possibility to use just
one single aircraft for a complex mission that needs different set of capabilities, features and
equipment. Also such aircraft could provide much more certain results of missions and do it
at lower pryce. Further developments could provide information about the most effective
hybrid UAV type for such type of missions and provide game changing rules to the
digitalizing and surveillance processes because of the new information gathering way.

Keywords: unmanned aerial vehicle, hybrid vehicle, positioning, multipurpose flight.

INTRODUCTION

Throughout the unmanned aerial vehicles development history so as ordinary
manned aircrafts, most attention has been paid to the development of aircrafts
and helicopter (multi-propeller) types. The reliability and robustness of such
designs played an important role in the construction of the first unmanned aerial
vehicles. Also, limited range of tasks and lack of technological development
sensibly eliminated the need to introduce other types of aircraft designs to
unmanned aerial vehicles. However, in recent decades, the variety and focus of
tasks that can be accomplished by unmanned aerial vehicles has expanded
significantly, and there has been a need in different industries for aircraft that
can provide combination of both basic aircraft types’ benefits and universalize
accomplishment of specialized tasks. It is exactly the case for combined aircraft
types, as well as brand new aircraft types with experimental engines, to join
missions of different orientation and accuracy tasks. All these new types of
aircraft are combined under the concept of "hybrid". Hybrid unmanned aerial
vehicles are becoming more and more popular in the world. However, today in
Ukraine unmanned aerial vehicles of hybrid types are not so popular and have
very narrow usage spectrum. But Ukrainian market has a high potential for
usage of such UAVs for various civilian and military tasks.

A very promising area for the introduction of such unmanned aerial vehicles is
the agrosphere, where aircraft of similar design could perform land irrigation more
efficiently and solve other diverse problems, where the versatility of hybrid UAVs can
be fully revealed. Geodesy and cartography can also be considered a promising field,
where hybrid unmanned aerial vehicles can open up much more than conventional
aircraft-type UAVs. In the military sphere, hybrid convertiplane aircrafts can be
successfully used for border patrol tasks and pursuing violators.

PROBLEM STATEMENT

Recently, information collection by the unmanned aerial vehicles is a straight
procedure that most of the time works as model one vehicle for one mission. But in
some cases such type of work is not profitable. Studied area could have more than just
one task to do and, also, such tasks could need different tools to accomplish the
mission. Also, the mission could have several tasks that are needed diverse approach
for its performance. So during the experiment the hybrid type of the unmanned aerial
aircraft is needed to achieve a very special result of unity of the different scale tasks.
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Different scale tasks could be taken at the surveillance and mapping
domains — the field, where unmanned aerial aircrafts are having one of the vast
usage parts already and could develop their perspectives even more.

The mission task would be in the simultaneous mapping of some large area
part and the detailed data collection of some building that is situated at one point
of such area. Task also includes further digitalizing procedure of gathered
information and detailed 3D modelling of the studied area with the certain
binding to the Earth coordinates.

The purpose of the paper universalize the process of surveillance, photo and
video data collection and other mission that is provided by unmanned aerial
vehicles today. The action of data precision during some periods of the misson
accomplishment and increased specification for main targets of the mission
could demonstrate brand new vector of the unmanned aerial vehicle usage and
creation of the brand new domains for the unmanned aerial vehicles. Complex
data gathering could help to avoid extra mediators and could simplify data
processing on the next stages and also could do such data much more precise.

TYPES, ADVANTAGES AND DISADVANTAGES OF HYBRID UNMANNED AERIAL VEHICLES

Mostly whole hybrid aircraft concept could be classified by the working engine
and aerodynamic plane position changing and different combinations of it, as
could be seen on the Fig. 1:

Tilt-Prop convertiplane

Autogyro

Vertical Takeoff/Landing Aircraft with
engine fixed in one plane

Tailsitter

Fig. 1. The most popular hybrid aircraft types classification
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Survey of hybrid unmanned aerial vehicles design features. According to
the vast majority of market surveys, Tilt-Prop/Tilt-Wing convertiplanes are the
most common type of a hybrid aerial vehicle in the industry. Basic hybrid
unmanned aerial vehicle type that has been developed since the 80s of the
twentieth century. The concept of such an aircraft was at first time used in the Bell
prototype, "Eagle Eye" for the US Coast Guard purposes accomplishment [1].
Its concept has been developed over more than 10 years by leading aviation
corporations and leaders of electronics and high technology domain.
Convertiplanes have proven their effectiveness for video surveillance purposes,
aerial photography and data collection for cartography, surveying, object
searching and monitoring for that flight modes are needed to be changed.

There are vehicles of all sizes and diverse aerodynamic schemes. In
particular: quadcopters with tilt propellers, quadcopters with tilt wings, aiplane-
type aircrafts with the “whole tilting aerodynamic plane” (Fig. 2a).

a. Tilt-Wing convertiplane «Greased Lightningy»

b. Vertical Takeoff and Landing Unmanned Aerial Vehicle prototype model

Fig 2. Unmanned convertiplane «Greased Lightning» as ultimate example
of Tilt-Wing aircraft
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Basic technology used at “Greased Lightning” aerodynamic plane (Fig. 2b) is an
aerodynamic effectiveness that can be achieved in its “cruise” configuration. Electric
engine on each prop satisfies the need for actuating shafts and conjunctions that are
providing this aircraft configuration with distributed electric movement. Such design is
developed for usage of the hybrid electric drive that includes small diesel engines, that
are setting in motion alternating current generators to supply energy for the electric
motor and to charge an onboard accumulator system.

Batteries provide power increase required for vertical takeoff and landing, as well
as hanging. Many other new structural elements have been built in, such as hinged
propellers to minimize drag when not in active use, so propulsion efficiency can be
almost ideal in both “helicopter” and “airplane” flight conditions [2].

Vertical takeoff/landing aircrafts with engine fixed in one plane. The
cheapest "compromise" type of hybrid aircraft is, in fact, a full-fledged hybrid of
aircraft and helicopter types. It is an aircraft with propellers attached to the
wings for vertical takeoff and landing. This design eliminates influence of the
inertia moment on the rotary mechanism of the screw and completely solves the
problem of limited reliability of this unit. However, such propeller arrangement
affects the aerodynamic characteristics of the aircraft significantly and also
increases fuel loss compared to similar “plane type” aircraft. The location of the
engines also importantly affects device load capacity and its design rigidity.
Such devices are used mostly for the delivery of small cargos, or for
surveillance, aerial photography, or patrol purposes. Usually such aircrafts have
small and medium size, when the impact of aerodynamics on the behavior of
such structures is not so significant and can be offset by increased engine power
and making minor changes to the power structure of the aircraft [3].

The prospect such aircraft usage to deliver larger loads, as well as the
prospect of aerotaxi development, stimulated the design of such aircraft by
integrating engines into the main powertrain design, such as placing engines
inside the fuselage and wings to improve aerodynamic performance. Such
integration is reflected in the “Trifecta” and “Accendance” unmanned aerial
vehicles. Such schemes have a positive effect on the aerodynamic characteristics
of the aircraft, can reduce fuel consumption and contribute to the creation of a
more rigid structure, more stable behavior of the aircraft. Such improvements
make it possible to transport larger loads and even people on board. The
downside of such schemes is significant increase in the cost of production and
maintenance of such devices, as well as increased impact of integrated engines
vibration on the power structures that interact with them.

Also, the “Fixar” device could be added into the list that is built according
to the original scheme with fixed screws mounted on inclined planes. In the
future, such solution may be used in large devices.

In general, design of devices with fixed motors can differ significantly from
each other. The versatility of the devices allows use of completely different
schemes of plumage, wing placement, power structures etc.

Hybrid unmanned aerial vehicle of such scheme was suggested by the
“Accendance” company for the aerotaxi purposes.

“Tailsitter”. A hybrid aircraft type that can take off and land vertically.
Today it is the most promising type of unmanned aerial vehicle of hybrid type.
Due to the smaller number of mechanical components compared to a

48 ISSN 2663-2586 (Online), ISSN 2663-2578 (Print). Cyb. and Comp. Eng. 2022. Ne 2 (208)



Using of High-Quality Positioning Tools for Hybrid Unmanned Aerial Vehicles Automatic Correction

conventional convertiplane or autogyro, simpler engine design than vertical
takeoff and landing vehicles, less weight of the entire structure, and less impact
of moment of inertia when moving from one plane to another, this type of device
has a wider range promising areas of implementation than hybrid designs of
other types. Such devices have already established themselves as reliable means
of delivery. Today, such aircraft are being tested to perform meteorological
sounding tasks, as well as air taxis etc.

The tailsitter design is based on vertically placed aerodynamic elements and fixed
engines, which are placed horizontally. Most of the existing aircraft and promising
projects are designed according to the tailless and flying wing scheme and may vary
according to the number of aerodynamic planes that can be installed in different
quantity and in variable structure. Additionally, to the usual "tailless" and "flying
wing" scheme, there are examples of bi- and triplanes, "three-pointed star", quadrofoil
(quadroplane), inclined hexacryl (drone Amazon Prime).

Rotary motors placed on the nose of the structure, on its tail part, or on basic
aerodynamic planes are used as the engine. Some designs (DelftAcopter [4])
have smaller auxiliary motors to adjust the position of the device on a plane
perpendicular to the main.

“Autogyro”. The least popular and least stable type of hybrid unmanned
aerial vehicles. Like its manned counterpart, unmanned autogyros remain a
niche commodity and are now used to monitor objects and weather, and also as
coast guard support devices and cargo delivery units. The type of autogyro for
spraying chemicals in the fields can be singled out. The size of the aircraft varies
from medium to large, but almost no small aircraft are used.

Autogyro designs are based on the presence of a propeller, the position and
number of propellers may vary, as well as the number of aerodynamic planes
and their position. For example, in addition to the standard concept of autogyros
with a propeller and a push propeller between the usable volume compartment
and the tail, or a propeller located at the front, two propeller concepts are
developed as variant of the convertiplane scheme.

Recently, unmanned autogyros have been tested as couriers and assistants in
the agricultural sector. Such tasks match the best to design features of autogyros.
The possibility of autogyro development for use as an unmanned aerotaxi is also
considered — an industry for which the design of autogyros and the possibility
of safe landing, even with a failed engine, is the most suitable feature.

But the relative instability and design features of autogyros significantly limit
their use. Compared to other types of hybrid aircrafts developed by dozens of aviation
companies around the world, quantity of companies that develop autogyros is minor.

“Gyrotrak”. A separate type of hybrid unmanned aerial vehicle design based
on the Gyrotrak platform that combines principles of autogyro and helicopter. The
scheme is developed by Airial Robotics GMbH (Germany). The structure consists
of bearing propeller and two pusher propellers located on the sides of the wing. In
general, the model has a scheme that is more typical for helicopters, in particular, a
pronounced tail with a V-shaped plumage at the end [5].

According to the designers, the autorotation of the propeller should provide energy
savings and increased flight safety level, as well as range and autonomy of action,
compared to multicopter systems. UAVs are also able to hang as helicopter does [6].
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Hybrid UAV type has such benefits: does not require a catapult or runway
for takeoff. It can be launched from the ground from relatively small areas, or
hidden areas with difficult access; has a speed and range similar to airplane type
aircraft; has the maneuverability of helicopter-type aircraft and has the ability to
hang in the air; universal switching from one flight mode to another in a few
seconds, which can allow such aircraft to perform several tasks simultaneously;
flexibility of work; does not require a full-fledged chassis.

Along with the obvious advantages of hybrid UAVs also have a number of
disadvantages: more complex design, compared to aircraft and helicopter type; lower
reliability than airplane and helicopter types due to suppression of the inertia moment
during the transition of engines from mode to mode; less time in the air than in aircraft
with similar dimensions and characteristics; higher production cost than airplane and
helicopter types; higher maintenance price of hybrid devices.

As a result of the last two points, it is risky to use such aircraft for tasks with
an increased risk of device damage, or its loss. To reduce risk factors, it is
necessary to ensure effective adjustment of UAVs on time. The importance of
this adjustment is increasing due to the fact that the long-term use of hybrid
unmanned aerial vehicles involves their widespread use for emergencies,
accidents at infrastructure, data collection for mapping and photo and video data
collection purposes. It is for such tasks that the automatic adjustment of the
position of the unmanned aerial vehicle in space is especially important.

Hybrid unmanned aerial vehicles at limited space. In many cases, a
significant additional factor to consider is the limited space in which UAVs
move. Adjusting the position in confined spaces is necessary for unmanned
aerial vehicles to perform procedures and tasks that require extreme precision
due to the importance of the task or the risk of damage to the aircraft.

Under the definition of limited space specified area limited with physical
obstacle, energetical or optical defense devices or limited by the special program
tool in the aircraft that accomplishes some mission software is understood.
Aircraft design factors may also limit the possible space: the range of the signal
controlling the flight of the unmanned aerial vehicle and the amount of fuel that
the aircraft can take on board at departure.

Thus, the concept of physically limited space includes the terrain and objects in
the flight path of an unmanned aerial vehicle. A promising method of studying
physically confined space is computer modeling of its most important components.
During the modelling process, it is necessary to consider several types of physical
space constraints to demonstrate the versatility of the use of unmanned aerial vehicles
and possibility of its operation during the different scale task performance.

HYBRID UNMANNED AERIAL VEHICLE USAGE ALGORYTHM

The usage of universal hybrid type UAVs makes it possible to respond as
quickly as possible to unforeseen events and perform high-precision tasks over
long distances. In addition to responding to emergencies, such UAVs can be
used to refine the positioning of objects at a great distance from the operator.
A promising area of application is also operations for which it is important to
cover a large area and identify objects in the area that require high accuracy of
location, and description of specific design features.
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But for the successful solution of all these problems it is necessary, first of
all, to ensure high-precision positioning of the hybrid UAV.

Summarizing the information provided in the specific literature, we can propose
the following structure of the hybrid UAVs usage to solve following problems:

- definition of an approximate object location;

- UAV takeoff to the destination point in the “airplane” mode;

- arriving to the destination point and object localization in general;

- transition to the helicopter mode;

- detailed positioning data compilation;

- receiving information about the status and specification of the required
object construction with enhanced level of the information certainty;

- an opposite transition to the “aircraft” mode;

- returning to the initial base point.

The proposed structure was used in the test implementation of the hybrid UAV
exploitation scenario for the certain part of the area mapping task performing.

HYBRID UNMANNED AERIAL VEHICLE TEST SCENARIO

The small VTOL Freeman 2300 aircraft, one of the most affordable hybrid
unmanned aerial vehicles in the world, was selected as a test vehicle example [7].
The main characteristics of this aircraft are that it is built according to the vertical
takeoff and landing scheme, it is adapted for the use of onboard cameras, it can
carry up to 1.5 kg payload, which is sufficient for the installation of professional
equipment for photo and video data collection, mapping and positioning mission
accomplishment. Such aircrafts can be situated on limited landing zone. Starting
complex, special tools or the runway availability nonobligatoriness for such
unmanned aerial vehicle is a significant benefit. Aircraft starting procedure can be
done without additional staff interference, also, proximate operator eye control
during the whole start procedure is not necessary. Operator can be located
elsewhere and monitor the behavior of UAVs by on-board video cameras and
sensors that are also on board the device.
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House: 11 Building of the International Research and Training Centre
for Information Technologies and Systems

a4
UAV carrent
location on map
in online mode,
precised by an
onboard GPS
module

Location coordinanes:

50°21'5§2.1"N, 30°26'42.1"E
South-eastern front of the building. south-eastern column
Height: 3.2 m - 14,6 m from the ground level, 2-4 floors.
Overfall on the window level from the height level of 3.4 m,
0.45 m deeper than exterior part.
Material: marble, glass, steel, wood
Lighting device ahead of the front: street lantern.
4 trees 2.6 m ahead of the front, different heights.

South-eastern front window of the building.

Dimensions: length - 11.2 m, height - 3,8 m, 48 triangular
window sections. Height overfall difference between the
wall and window-sill: from -3.4 m to +1.2 m.

Material: steel, glass, wood.

Height: 16,3 m, 5-6 floor.

Eastern front of the building, 6 window sections longwise
Length: 2.8 m., height: 3.3 m., height overfall between the
wall and the window - 0,45 m.

Material: marble, glass, steel, wood

Near the front of the wall: external air conditioner on the
level of fourth floor, height - 12.9m.

\ 7

Fig 4. Unmanned Aerial Vehicle information gathering for the purpose of following
house 3D model construction

52 ISSN 2663-2586 (Online), ISSN 2663-2578 (Print). Cyb. and Comp. Eng. 2022. Ne 2 (208)



Using of High-Quality Positioning Tools for Hybrid Unmanned Aerial Vehicles Automatic Correction

During the tests a UAV flight with a mapping misson at the point 50 km
from the aircraft start point has been simulated (Fig 3). Construction of the
landscape map includes detailed reference to coordinates with inaccuracy value
not more than Im (that is certain enough correspondingly to the available
landscape maps) and mapped landscape area 3D model construction.

The aircraft was operated from a control station located near the take-off
point. Departure took place vertically from the base and at an altitude point
around 800 m above the ground the aircraft switched to horizontal “airplane”
flight mode. The transition from one mode to another took 8-10 seconds, which
allows you to do it with an accuracy of 1-2 meters in height. The altitude
stabilization mode made it possible to return to the exact height of 800 m at the
end of the transition maneuver. With the help of additional helicopter propellers
that action does not affect the horizontal flight, the position was adjusted to the
course without changing the plane of flight. The software adjustment was carried
out by obtaining updated information from the autopilot, which aims to optimize
the flight path of the UAV and is based on the method of managing the full
unmanned aerial vehicle energy. The use of software and hardware complex of
the control system of unmanned aerial vehicles has detailed and optimized the
redistribution of the aircraft energy [8]. It also made possible to reduce the error
of information perception during the collection data on photo and video
equipment installed on board the aircraft. When the aircraft approached the
measurement site, the hybrid UAV again switched to "helicopter" response
mode and "hung" in the air to clarify the positioning of objects and the device
itself during the necessary data receiving process. An example of data collection
to clarify the particular object positioning for further 3D model construction and
clarifying its location is represented on Fig. 4.

ANALYSIS OF TEST RESULTS

One of the important advantages of hybrid UAVs is that in presence of terrain
differences, such a device can measure with high accuracy the difference in
altitude and the type of obstacle in the vision area of the onboard cameras. If such
measurements are required, the overflight device can switch to helicopter mode
and study the required object in detail at close range. Detailed flight of the selected
object and data collection from all possible points allows building a high accuracy
model of any selected object. Additionally, emergency sensors help to avoid
contact with obstacles and to protect the aircraft from unwanted damage.

A critical advantage of hybrid aircraft usage is that high-precision positioning
makes it possible to operate such an unmanned aerial vehicle in fully autonomous
mode, and the presence of an autopilot with virtual control of course, pitch and yaw
in both modes significantly reduces deviation from the specified route [9]. During
the work in autonomous mode, the aircraft can perform the task of collecting photo
and video information independently on a pre-programmed route (Fig. 5). In case of
obstacle appearance that has not been previously described during the construction
of the route, the aircraft is able to build the adjusted route and enter information
about its change in the system. Thanks to a combination of both aircraft and
helicopter capabilities, a hybrid unmanned aerial vehicle can also perform a detailed
study of the objects assigned to the study.
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At the same time, upon completion of a study, a hybrid unmanned aerial vehicle
can return to general site monitoring till the next target object appears, which requires
a detailed study and construction of an accurate virtual model based on the collected
data. At the same time, the refinement module and the system for adjusting the
position of the unmanned aerial vehicle in space will provide it with the most optimal
flight trajectory between objects, as well as reduce energy consumption compared to
other examples of unmanned aerial vehicles.

From the aforesaid, it can be concluded that the presence of such a
combination as a high-precision positioning device and a hybrid unmanned
aerial vehicle makes it possible to study in detail the hard-to-reach places on the
Earth's surface. Such as, for example, the interiors of houses, deepening quarries,
caves and mines, large-diameter pipelines, reservoirs, tunnels and power grids,
forests and agricultural land.

Thus, such unmanned aerial vehicles with an installed unit of positioning
precision and adjusting the position of the aircraft in space are indispensable for
mapping, data collection from the state of individual buildings, accounting for
architectural management, creating models of functioning and development of
cities, transport models, control the state of infrastructure facilities. It is also
possible to perform tasks in response to emergencies; accidents, fires,
evacuations from closed premises. It is also important to make a detailed
assessment of losses and ways to reduce them when heavy equipment cannot
access the required areas. It will also be easier to comprehensively assess the
factors that have led to such emergencies and ways to prevent them.
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Fig. 5. Scheme of Unmanned Aerial Vehicle with positioning
in space correction system working process.
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USAGE PERSPECTIVES

Thus, it can be concluded that usage of unmanned aerial vehicles for such tasks is
quite justified at this stage of development of observation methods and technologies.
Satellites, helicopter and aircraft UAVs, and ground equipment can be used for the
described positioning scenarios. Each of these technical measures is characterized by
its specific scope, has its advantages and disadvantages.

Thus, satellites are used for general mapping of the area with relatively low
accuracy and little attention to detail and conditional accuracy of coordinates.
The quality of the satellite image is insufficient without external intervention and
clarification by above-ground photography. Therefore, maps obtained by the
help of satellites can only be used as a starting point for data collection by
unmanned aerial vehicles. Additionally, satellite systems can serve as consumers
of updates collected by unmanned aerial vehicles. The disadvantage of satellite
technology is that such technology is complex, and as a result, too expensive to
be fully used for mapping and clarifying locations and objects, creating models.

Another technological solution involves data collection by unmanned aerial
vehicles of helicopter and airplane types. Such solution is very popular now, but lacks
the versatility that hybrid drones can offer, including vertical takeoff and landing
vehicles and “tailsitters”. These tools can offer increased required data collection
accuracy about points and obtaining more information about the same area. The
versatility of this concept of obtaining information about the area allows you to reduce
the number of aircraft required to collect data from a particular area. It also reduces the
number of departures required to maintain accuracy that is several times higher than
what modern systems can offer today. Additionally, it is possible to reduce area size
required for deployment of the complex, storage of equipment and take-off and
landing procedures accomplishment.

Proposed approach usage advisability techno-economical feasibility.
The proposed approach is not only determined by scientific novelty, has
technological advantages, but also is justified economically.

According to available data, one Freeman 2300 VTOL aircraft with a set of
on-board cameras and a suspended camera with 360-degree image coverage is
needed to deploy one mapping system that could cover up to 160 km around the
landing zone. The range of device prices can vary from $ 1,000 to $ 15,000
depending on the type of onboard equipment. Extended control station for the
device, which can cost up to $ 7,500, GPS-tracker for $ 150-350. Totally, the
cost of a complex consisted of one device for object monitoring located within a
radius of 80 km is $ 23,000 [10]. Such amount is significantly less than the usual
price of the equipment used for surveillance purposes at present. For example,
the cost of aircraft photography and mapping system with less versatility of the
system are often several times higher. And the cost of military drone
implementation on the market is 10—12 times higher. If we also taking into
account price of participation in global space programs, such numbers would
differ from the complex presented here by thousands of times.

Along with a significant price reduction, proposed approach will ensure high-
precision system operation. Modern equipment usually involves usage of space
technologies and ground-based refinement systems. Due to the GPS-tracker
installation and use of high-quality photographic equipment, positioning objects
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accuracy on the map can be increased by 1 to 10%, depending on the type of object,
which is a significant clarification compared to the techniques used to solve most
cartographic tasks today. Additionally, technology will be perfect enough to obtain
accurate data to create a 3D model of objects. All this will be a significant step towards
creation of accurate 3D models of cities, which in turn will improve the prevention of
emergencies, facilitate tasks of general planning, development of certain areas,
functioning of sewerage systems and public transport etc.

CONCLUSION

Hybrid unmanned aerial vehicles are the most promising tools for positioning,
mapping, monitoring and modeling. The design of such aircraft makes it easier
to maneuver in space and explore hard-to-reach objects.

The position adjustment system, especially in limited spaces, can ensure the
safety of such an aircraft both at high speeds when operating in "airplane" mode
and during the "helicopter" flight in dangerous proximity to the object that
needed to be investigated.

Adjusting the position of the UAV in space is possible only by accurately
calculating its location and using the positioning refinement module. This increases
not only the accuracy of location calculation, but also the accuracy of observated
object coordinates determination. Main domains of this complex improvement are
ensuring high accuracy of data collection and positioning of the object under
investigation, flexibility in the use of different types of data and the ability to use the
complex to perform tasks of different scales simultaneously.

The paper contains an example of a hybrid aircraft flight scenario and shows the
possibility of its application for tasks requiring different speed modes, different ranges
of observation tasks, data collection simultaneously for several purposes that can be
located at considerable distances from each other and perform general observation
tasks by location area paralelly.

It proves that usage of modern hybrid aircrafts can be completely autonomous,
safe, and have quite large working time periods. It may allow you to collect detailed
information and cover a larger area / perform fewer flights than during the usage of
other UAV types. Also, the use of such systems will optimize the performance of tasks
of different directions, reduce the number of different unmanned aerial vehicles to
perform different types of tasks and, at the same time, increase the accuracy of any
type of tasks related to positioning, surveillance, delivery etc.
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BUKOPUCTAHHA BUCOKOSKICHUX IHCTPYMEHTIB ITO3UIIIOHYBAHH
JJ11 ABTOMATHUYHOT KOPEKIII IEPUAHOIO BE3INIJIOTHOI'O JITAJILHOI'O
AITAPATY B YMOBAX OBMEXXEHOI'O [TPOCTOPY

Beryn. [lns BuUKOHaHHS 3aBJaHb 3 PI3HOI KIJBKICTIO pPi3HOMAcCIITAOHHMX IMiJ3aBAaHb
e()eKTHBHO BUKOPUCTOBYIOTH KJIaC TaK 3BaHUX TiOpUIHMUX OE3MIIIOTHUX JIITAILHUX anapariB
(bnJIA). be3minoTHi JiTanbHI amapatd TaKOro Kiacy MaroTh HH3KY IIepeBar, 30KpeMa
BUKOPHUCTAHHS TAaKHX TPAHCIIOPTHUX 3aCO0IB JUTA IiJIEH, 110 3aBKAU BUKOHYIOTBCS KiTbKOMa
PI3HUMH BHKOHABIISIMH, SKi YacTO HaBiTh HE 3B’s3aHi Mik coboro. [IpoBoauThes cripoba
BHUKOHATH aHAIIi3 TIEPCIICKTUBH YTOUYHEHHSI MiCIIE3HAXOKESHHsI JOCIiKYBAHOTO 00’ €KTY VTS
PI3HUX 3aB/IaHb, SKi MOKYTh BHKOHYBATHCS OC3MUJIOTHIUMY JIITAIbHUMHU ariapaTaMH.

Mertol0 CTaTTi € yHiBepcallizalis IpoLecy CIOCTePeKeHHs, 300py GOTO- Ta BiZleoJaHUX
Ta IHIIMX 3aBJaHb, SKi ChOTOAHI 3a0e3MeuyroTh OE3MUIOTHI JiTanbHI amapaTtu. Ilporec
BH3HAYCHHS TOYHOCTI JAHUX IMPOTSITOM OKPEMHX IE€pioiB BUKOHAHHS Micii Ta IiABHUIICHHS
cnenugikaii OCHOBHHX MiJied Micii Moe 3amoyaTkyBaTH aOCOJIOTHO HOBY cdepy
BUKOPUCTAHHS OE3MIJIOTHUX JITAIbHUX anapariB Ta MiAITOBXHYTH PO3BUTOK aOCOJIOTHO
HOBHX HAmpsMIB 3aCTOCYBaHHS O€3MUIOTHUX JTANBHUX amnapatiB. KoMmruiekcHui 30ip AaHHX
BUKJIFOYA€E HASBHICTD JOJAaTKOBHUX IOCEPEIHHUKIB 1 Mir OM CIIPOCTHTH MPOLEaypy 00poOIeHHS
JAHUX Ha HACTYNHHUX eTalax oIepalii, a TakoX 3a0e3medyBaTd Habarato TOYHIIIONO
iHpopMalli€r0  TMOTEHIIMHUX  CIIOKMBAadiB  JIaHUX  KapTorpadyBaHHs,  TeoJOKallii,
JCTIeTYepHU3allii Ta yHIBepCyaIi3yBaTu JHKEpEeNIo OTpUMAaHHs iHpopMaIil Ui HUX.

PesyabraTu. CueHapiii BUKOPHUCTaHHS camMe TiOpUAHOrO OE3MiJIOTHOTO JITalbHOTO
amapaty Ta ¥oro peamizamis B 3D cepelOBHINI MOXYTh CIyTyBaTH TapHUM HPUKIAIOM
BUKOHAHHS YHIBEpCAJIbHOI 0araTolaHKOBOT 3a/ia4i 3 pi3HUM MacIiTaOoOM TUCTaHIH ISt
KOXKHOT OKpemol JaHku. Takuil cueHapiii 00’eqHye Kinbka iHGOpPMAIiHUX MICiif pi3HOrO
MacmTady i MOKe HaJgaTh JaHi Uil KUJIbKOX IIGHTPIB OOpOOJICHHS HaHUX, SKi MOXYTh
BUKOPHCTOBYBATH I1X JUIA PO3B’s3aHHS DI3HUX 3aBJaHb JIUIIEC MiJ Yac OJHOTO IOJBOTY.
Takox Iie MOBOIUTH, IO BHKOPHCTaHHSI TaKOro amapary 3 JJOJAaTKOBUM OOpPTOBHM
YTOYHIOBAJIGHHM  OJOKOM MOXE CTaTH HACTYIHAM BHUTKOM PO3BUTKY Trajy3ei
oun(poByBaHHS JaHMX Ta Kaprorpadii. @DiHaHCOBMI aHaNi3 pPHHKY HAaJIa€ThCs YIS
JIEeMOHCTpalii TOro, mo Taka Ti0puaHa aBiamiiHa KOMIUIEKCHAa cHcTeMa 3a0e3neduTh
BHUKOHAHHS 3aB/IaHb PI3HOTO MaciTaly, TOYHIIIE OMpAIoE JeTali 00’ €KTy-IIili i BOIHOYAC
Oy/ie 3HA4HO JICIIEBINOIO 32 HAsIBHI CUCTEMH KapTorpad)yBaHHS Ta CIIOCTEPEIKESHHSL.

BucHoBok. Ilotpeba B onTuMizamii JesSKWX 3aBIaHb, SKi MONIM O BHKOHYBAaTH
0e3MiUIOTHI JIiTaNbHi anaparty, IpuBela 0 BIPOBADKEHHS TiOPUIHUX TPaHCIOPTHUX 3aC00iB,
Ha/IaHUX/OMMCAHUX/TIPOaHaNi30BaHuX B poOoTi. CKiIagHa KOHCTPYKINSI TaKOTO JITAILHOTO
amapary Moxe OyTu MoOIYHUM HEIOJIIKOM, ajie BIUIMB BUKOPUCTaHHS riOpuaHoro briJIA s
BUKOHAHHS Pi3HHUX 3aBJaHb ONTHMI3ye Habarato OiNbIle MPOIECiB, CKOPOTUTh BUTPATH HA
0614HI MpUCTPOl 1 o0JIafHAHH, IO HOTPiOHO [UIS BEJIUKOTO IEpeNiKy 3aBAaHb Y KOXHiH
ranysi, e BAKOPUCTOBYIOTbcs briJIA chorofHi, Bifi criocTepekeHHs Ta aepo(oTO3HOMKH 110
CUIBCBKOTOCIOAAPCHKUX Ta BIHCBKOBUX 3aBJaHb. Mojens yHiBepcalbHOI riOpuaHOi
OC3MUIOTHOI JIITATBHOT CUCTEMH PI3HOTO MacmITaldy € 0Ka30M MOMKJIMBOCTI BHKOPHCTAHHS
JIUILE OJHOTO JITAIBHOTO arapary Juis BUKOHAHHs CKJIaIHOI Micii, sika moTpeOye pi3HOro
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HaOOpy MOXJIHMBOCTEH, (yHKLIH Ta oOyiaaHaHHs. TakoK Taki JiTalbHI amapaTd Moriu O
3a0e3neunT HabaraTto TOYHIIII 1 MICTKIIII JaHi 3a pe3yJibTaTaMH BHKOHAHHA MicCili 3a
PaxyHOK MEHIIMX MaTepialbHUX BuTpar. [loganpuri po3poOsieHHs IOMOMOXYTb OTPHUMATH
iHpopmanito mpo HadedexTuBHimMM Tun riopuaHoro BmJIA mus Mmicilt Takoro Tumy i
chopMyItoBaTH aOCOJMIOTHO HOBI TOCTYJIaTH B Taly3sX THpoleciB Iudposizamii Ta
CIIOCTEPEIKEHHS, BUKOPUCTOBYIOUH HOBUII crioci6 300py iHbopManii.

Knwwuosi cnosa: 6esninomwnuil aimanvHuti anapam, 2iOpudHuil anapam, HO3UYIOHYBAHHS,
bazamoyinbo8uti NOaim.
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AUTOMATED INFORMATION SYSTEM FOR THE EVALUATION
OF CLIMBERS' PERFORMANCE UNDER CONDITIONS
OF EXTREMELY LOW p0, OF INHALED AIR

Introduction. Currently, as a result of ever-increasing intensity of human activity,
unfavorable environment, the need to perform work in various extreme disturbances,
significantly increase physical, mental and emotional stress on the human body, leading to
pronounced changes in functional systems. Therefore, the task of studying the adaptation of
the human body to work in extreme environments is urgent. The work of climbers is a fairly
adequate model for studying the combined effects of hypobaric hypoxia and exercise hypoxia.
The need to process large amounts of information necessitates the use of modern computer
technology that allows the training process in the training of climbers, which would
repeatedly, almost in real time to speed up the processing of survey data and accumulate for
further use in determining current status and forecasting regulatory reactions of the body to
external and internal disturbances.

© ARALOVA N.L,[BELOSHITSKIY P.VJ, ZUBIETA-CALLEJA G., ARALOVA A.A., 2022
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The purpose of the paper is to develop an automated information system of functional
diagnostics using the model of regulation of oxygen regimes of the body and its practical
application in the study of highly qualified climbers.

Methods. Programming methods for creating an automated information system and
methods of functional diagnostics.

Results. On the basis of the model of regulation of oxygen regimes of the organism the
automated information system for functional diagnostics of the persons who are in the
conditions of extreme disturbances is constructed. The results of approbation of the offered
software for research of group of highly skilled climbers are resulted.

Conclusions. The proposed software allows you to use a model of oxygen regimes of the
body in real time, i.e. repeatedly accelerates the processing of data obtained during the
survey of athletes, allows centralized collection of information for its pre-processing, storage
and collective use, allows you to compare the basic parameters characterizing the functional
respiratory system during natural sports activities and obtained during ergometric loading.

Keywords: methods of functional diagnostics, highly qualified climbers, mathematical model
of regulation of oxygen regimes of the organism, human adaptation to work in extreme
environment, hypoxibritic hypoxia.

INTRODUCTION

The urgency of the problem is caused by the social importance and practical
relevance, connected with the necessity of human organism’s adaptation to ever
increasing requirements of extreme loads in the process of labor and sport activity.
Mountain climbing is a vivid example of the combined effect of hypoxybaric and
hypermetabolic hypoxia in conditions of increased environmental tension and could
be considered as a model problem for research of human activity at high altitudes
revealing latent organism's reserve capacities. Nowadays the number of publications
on this subject is very insignificant and, unfortunately,most written by non-
physiologists — one gets the impression that the authors are completely unaware of
the studies, carried out since 1929 at the Institute of Physiology named after
A.A. Bogomolets of the National Academy of Sciences of Ukraine and at its Elbrus
Medical and Biological Station (EMBS) by a member of the Academy of Sciences
N.N. Sirotinin, his students and followers, and in particular in the preparation of
Soviet and Ukrainian expeditions to Everest, Manaslu, Kanchejunga, Lhotse,
Annapurna, Akonkagua and so on.

Conducted by N.N. Sirotinin school long-term study of the problems of
hypoxic states in comparative-physiological, evolutionary aspects, in onto- and
phylogeny, at all levels of the organism, using adequate modern methods and
mathematical modeling was a broad general biological approach to disclose
mechanisms of adaptation, impaired functions, development of mountain
sickness, reliability of body functioning in extreme conditions, changes in
reactivity and resistance. These fundamental studies, which reveal destructive
(pathogenic) and constructive (sanogenic) mechanisms of hypoxic conditions in
the body, allowed for the first time in the history of the world to discover and
substantiate a new highly effective direction — hypoxytherapy, implemented in
the mountains, altitude chambers or with various hypoxicators for treatment,
prevention, rehabilitation, increasing resistance and performance.

The concepts on the use of step adaptation to hypoxia, on the organism's
oxygen regimes and their regulation, on the functional system of breathing were
proposed and substantiated; their mathematical modeling was carried out,
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allowing not only qualitative but also quantitative characterization of various
types of hypoxic states and evaluation of their degrees, forecasting changes in
the organism's state under conditions of extreme factors, analyzing the role of
certain physiological reactions in compensation of oxygen deficiency.

Naturally, there was a need to process large amounts of information
obtained in the study of the body's adaptation to hypoxia, increased work
capacity, resistance to the extreme factors of space flight, improved sports
performance, which necessitated the introduction of information technology.

These works carried out under the leadership of A.Z. Kolchinskaya,
P.V. Beloshitsky, Yu.l. Petunin received back in the seventies the support of a
member of the Academy of Sciences V.M. Glushkov and this led in turn to the
active introduction into practice the ideas of mathematization of medicine and
biology, which initiated the transformation of the science of hypoxia from
descriptive experimental to accurate and systematic and generalized results.

The conducted studies have been published in a number of monographs, journals
and reported at many international congresses, conferences on mountain medicine and
physiology [1-17], and Kyiv was considered the "capital of hypoxia" [6].

We should also note from foreign studies the works [18-30]. Separately, a
completely unique study [31] related to the determination of blood gases taken
from climbers directly on the peak of Mount Everest should be mentioned.

Nowadays the problems of adaptation to mountain conditions, life at high altitude
under chronic hypoxia, respiratory physiology, and neurobiology are intensively
studied at the High Altitude Pulmonary and Pathology Institute IPPA (La Paz,
Bolivia) since 51 years ago. They initiated the World Congresses on High Altitude
Medicine and Physiology in 1994. They established the prestigious international
award for outstanding researchers of hypoxia problems (Science, Honor, and Truth)
and multiple innovative achievements. Their focus with respect to life at high altitude
is based on their observations of human physiology and successful life and exercise
activities between 3,100m and 4,100m of altitude in the city of La Paz, with over 2.5
million inhabitants. One of their outstanding feats was to carry out a football (soccer)
game on top of Mount Sajama at 6,542m in the highest mountain of Bolivia.

Among their most important scientific observations are:

1) The development of the high altitude adaptation formula [32]:

Time
Altitude’

which states that upon arrival to a high altitude location like the city of La Paz
(3.600m), it takes around 40 days for the hematocrit to increase to the maximum
normal level for optimal life at high altitude. This is a logarithmic increase reaching a
high plateau, the most efficient physiological oxygen transport system under chronic
hypoxia. It is interesting to point out that going in a reverse way, there is a linear
decrease of the hematocrit to the most optimal sea-level value in 20 days.

2) Another point of interest is the Tolerance to Hypoxia Formula [33]:

77— Hb ’
p,CO,

Adaptation =
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where 7/ — tolerance to hypoxia, was developed based on the fact that
hemoglobin increases and p CO, decreases at high altitude. Noteworthy is the

fact that tolerance to hypoxia increase with altitude. On the summit of
Mt. Everest, humans are six times more tolerant than at sea level. It is possible to
conclude that the human organism carries the capability of survival at high
altitude even in the highest point of the Earth.

The Acid-Base balance has also been studied where it was defined that a
correction factor should be applied for the Van Slyke formula specific for each
altitude [34]. They postulated that maintaining the acid-base balance is
transcendental for optimal biochemical function at high altitude, where the pH

should remain within normal physiologic values.

The Oxygen Transport Triad [35] is formed by 3 factors: 1) The Pneumo-
dynamic pump (the lungs) that is a mechanical vacuum pump allowing
ventilation for oxygen renewal in the alveoli and carbon dioxide excretion to the
environment. 2) The Hemo-dynamic pump (The heart), which is a mechanical
liquid pressure pump that moves blood to and from the tissues, and
3) Hemoglobin, the iron-based molecule that transports oxygen and carbon
dioxide. The interrelation between these three mechanisms allows for a most
energy-efficient system of survival at high altitude during acute and chronic
hypoxic exposure. The Pneumo-dynamic pump plays the most important role of
adaptation to acute hypoxia, along with the Hemo-dynamic pump. With
adaptation to chronic hypoxia, hemoglobin releases the extra load upon the two
pumps, as the energy consumption is high with their increased work.

The hypothesis that man can adapt to live in the hypoxic levels of Mt.
Everest [36], continues to be proved with successful climbs. Initially, it was
thought that man could not reach the summit without supplemental oxygen.
Messner and Habeler were the first to climb Mount Everest breathing only
ambient air without an oxygen mask. Messner then climbed all 14, + 8000m
mountains without oxygen.

However, these studies, for obvious reasons, are connected with the study of
blood: respiratory gas tension, acid-base balance, blood lactate. The works [37,
38] consider the limiting role of the respiratory system. At the same time, the
information about the maximum oxygen consumption [39—44], as an index that
characterizes the cardiorespiratory system capacity criterion of aerobic capacity,
is still relevant when making decisions about the possibility of carrying out
extreme loads by the organism. It is believed that the Maximum Oxygen
Consumption (MOC) is the factor influencing and limiting the ability to perform
in different sports; for climbers, such studies, in particular, were carried out by
employees of the Bogomolets Institute of Physiology of the National Academy
of Sciences of Ukraine, the National University of Physical Education and
Sports of Ukraine and the Glushkov Institute of Cybernetics of the National
Academy of Sciences of Ukraine [45, 46].

In this regard, the methodology of screening the climbers, which was used
at the Elbrus medical-biological station when forming teams for climbing the
Himalayan eight-thousanders, is of special interest [47—49].
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A.Z. Kolchinskaya's concept of regulation of oxygen regimes of human
organisms was the theoretical basis for research and decision-making on the
formation of expedition composition [50]. According to this concept, two groups
of parameters are interconnected in the organism: oxygen transport rates and its
partial pressures and stresses at the main stages of its path (lungs, alveoli,
arterial, and mixed venous blood). The analysis of combinations of these two
groups of parameters allows us to objectively characterize the function of the
body's supply system quantitatively and qualitatively.

This approach allows obtaining a general characteristic of gas homeostasis
using a minimum of indicators: 1) to give its detailed analysis involving
fundamental mechanisms providing respiratory gas transport, 2) to make a
diagnosis of the main syndromes related to the disorder of gas transport function,
3) to give an oxygen "portrait" of the organism and its dynamics under various
functional states, 4) to assess the organism's ability to recover after external and
internal disturbing influences. Systematic accumulation of data, their
systematization with subsequent processing and analysis provide discernibility
and objectivity of characteristics of a large number of the examined athletes,
making it possible to trace the dynamics of changes in the indicators during the
annual training cycle by periods of training (transition, basic, competitive), long-
term training, increase of sportsmanship, in the age aspect, allowing the
establishment of relationships between individual indicators, conduct their
differentiation by kinds of sports, trace the differentiation by kinds of sports,
trace the dynamics of changes in the main indices in the period after the
cessation of active sports activity.

In a healthy individual the oxygen parameters, indicators of efficiency and
economy of oxygen regimes of the body, as well as parameters characterizing the
production, accumulation, and transport of carbon dioxide, indicators of the internal
environment of the body, its acid-base state, and others prove to be so representative
that they can be used as normative for a given age, sex, training level, and type of
sport. Deviations of oxygen parameters and indicators of economy and efficiency of
oxygen regimes from these standards can be used to determine: 1) an objective
characteristic of changes in the functional state of the organism, 2) trace the dynamics
of this state in the process of athletes' preparation for competitive activity,
3) competitive activity itself and recovery period. It is likewise useful in the process of
recovery and rehabilitation of athletes after injuries.

Estimation of general fitness level and adaptation degree of athletes to heavy
loads and to oxygen deficiency requires detailed characterization of a complicated
process of oxygen delivery to working muscles, the degree of compliance of oxygen
delivery, and carbon dioxide excretion process with the metabolic demand of tissues.
Such characteristics cannot be given without labor-consuming calculations of some
oxygen parameters and functional indices. That was possible due to mathematical
models of the respiratory system and computer software.

When analyzing the oxygen regimes of the organism and the criteria of its
functional state, a synchronous determination of more than twenty separate
indices characterizing the state of the respiratory system is assumed. These
indicators include parameters of external respiration, oxygen-transport function
of blood, hemodynamic system, and gas exchange. The calculation indices,
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obtained on their basis allow the characterization of the activity of functional
systems of the organism and assess the function of oxygen supply of the
organism from the point of view of economy, efficiency, tension, speed,
intensity of oxygen delivery in separate sections of its transport within the
organism, in a total amount of about one hundred indices.

The mathematical model of mass transfer of gases in human and animal
organisms, which was based on the concept of regulation of oxygen regimes of the
organism [50], was a reliable tool for characterizing the functional state of athletes in
various activities. The role of load hypoxia in resolving the conflict situation between
the cardiac and skeletal muscles in the fight for oxygen was investigated using a
mathematical model of the breathing system with optimal control.

Calculations of oxygen parameters, carbon dioxide parameters, functional indices
additionally allowed the characterization of the activity of functional systems of the
organism, the evaluation of the state of oxygen supply system by the rate and intensity
of its delivery to lungs and alveoli, the oxygen transport through arterial and venous
blood, the tissue oxygen consumption, the efficiency of staged oxygen delivery, and
the tension and economy of oxygen modes of the organism.

A sufficiently complete review and analysis of existing developments on this
topic is given in [51]. Further development was presented in [52] the automated
information system of functional diagnostics of athletes, which included software
capabilities existing at that time and its modification for mountaineers [46]. Further
development of works in this direction was the study of the dynamics of the
parameters of self-organization of the respiratory system of mountain rescuers during
short- and medium-term adaptation [53] in the conditions of the middle altitude

The purpose of the work is to create a modern automated information
system for functional diagnostics of athletes using the organism oxygen regimes
(OOR) model, which would allow:

1) to significantly accelerate the processing of data obtained during the
examination of athletes;

2) to centralize the accumulation of information for its pre-processing,
storage, and collective use;

3) to create an algorithmic apparatus to provide evidence of scientific
provisions, development of options for optimization of decisions on the
assessment of athletes' prospects;

4) to implement the diagnostic algorithm of functional state assessment of
athletes developed earlier.

SOFTWARE PACKAGE STRUCTURE

For clarity of presentation of the data and their operative processing by means of the
correlation analysis, the most informative twenty indicators characterizing the
functional condition of the respiratory system were chosen. A computerized model of
the respiratory system is constructed. The proposed software allows you to build these
model characteristics on the basis of the calculated data. Accordingly, the data stored
them in memory with output to external media to create model characteristics for
athletes of different ages and training levels. It permits for specialization in certain
disciplines of cyclic sports and strength martial arts.
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The software works with the implementation of two workstations: a
laboratory technician and a medical professional. Such a division was due to the
fact that collecting data during the examination requires a set of specific
knowledge and skills. Initially such data acquisition knowledge and skills are not
necessary, however, the laboratory blood tests performed not directly at the
workplace. Indicators characterizing the state of the external and alveolar
respiration systems, cardiac activity, circulatory system are registered by devices
directly in the process of examination and can be used immediately as initial data.

The system works as follows. After logging into the system at the
Laboratory technician's workstation, general data about the subject is entered:
such as last name, age, sex, sport, qualification, height, and weight. The
system automatically forms groups according to age or qualification. Then, the
requests for the examination of a certain group on a certain date are generated
on the Automated Workplace (AWP) of the Medic (Fig. 1). Based on the
survey requests, general environmental data is collected — barometric
pressure, partial pressure of water vapor, altitude, ambient temperature etc.
Blood samples are also taken for analysis. Then the respiratory, circulatory,
and cardiac systems are examined at rest and under various loads (bicycle
ergometry or step tests are possible), depending on the objective set for the
researcher. After the examination of one person is completed, the information
obtained by the laboratory and the information obtained after performing
special performance tests is also entered into the database.

AWP capabilities
I
[ I ]
Multiple acceleration of C lized Creation of an algorithmic
functional diagnostic data entra 1ze. apparatus for assessing the
processing accumulation of functional state of an athlete
information for for
Preprocessing || | Proofs of scientific L
statements
Storage — | Optimizing solutions —
Collective use LI | Team building |

Assessment of
professional aptitude

Fig. 1. AWP capabilities
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Advantages of accumulating
structured information in a database

Generation of output documents,
tables, graphs, reports, histograms
for different categories of users

Multiuser mode of information use

Construction of a series of indicator
values from the database structure
and their transfer for statistical
processing

Conducting a retrospective
analysis of athletes' training

Automation of the testing
Getting help for all information results evaluation process with
arrays subsequent iteration of the
indicators of the different sides
of training

By individual fragments Model characteristics

By an random set of conditions

Fig. 2. Benefits of accumulating structured information in a database

Special performance tests were developed for different sports — speed and
power, cyclic, technically difficult sports, martial arts, sports games, mountain
climbers, and alpinists. This allows for a comparison of the main parameters
characterizing the functional breathing system during natural sports activity
and those obtained during ergometric bicycle exercise. When all the initial data
necessary for the calculation are entered, the calculation of the indicators of
oxygen regimes of the organism and their distribution into groups, which
correspond to different parts of the respiratory system, takes place. These are
functional indices of speed, intensity, the efficiency of staged oxygen delivery;
indices characterizing the economy of the respiratory system and blood
circulation, as well as parameters characterizing the hypoxic state of the
organism. These operations can be repeated several times within one
application. In this case, if the weight or height during a series of examinations
has changed, the system allows you to enter the changed values in the database
while maintaining the previous values. On Fig. 2 are shown benefits of
accumulating structured information in a database.

The general scheme of the software package and the OOR algorithm is
shown in Fig. 3.
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Start of work
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Fig. 3. General scheme of OOR operation

ALGORITHMS OF INDIVIDUAL AWP BLOCKS

The software is divided into separate blocks, each of which solves its own task.
Let's describe each of them in detail.

The central block is the Main menu, which is defined by the tasks of the
user's workstation. All the blocks of Help, Info and Signing Out are common for
both workstations. In other blocks there is a division depending on the tasks,
which are solved at this automated workstation. The functions of each block are
grouped in Table 1.
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Table 1. Individual block functions

Block name Functions

provides correct input of regular data (full name, sports
Entering regular data type, qualification, height, weight). The results are
recorded in the database (DB).

provides correct input of personal data (heart rate,
Entering personal data breathing rate etc.). The results are recorded in the
database

provides correct input of the examination data (barometric
Survey data entry pressure, gas content in the air etc.). Results are recorded
in the database

provides the correct data input about the examined group, about
the system of examination, about the organism state in different
moments of examination, including checks on data
Entering initial data compatibility. It is carried out both on the level of the software
part of the system and on the level of the database management
system. The results are recorded in the database and
subsequently used to calculate the characteristics

provides saving the data to the database. Saving takes
Saving initial data place automatically and at the user's command. The input
is a request to save the original data.

Solving a mathematical

task builds and performs calculations.

provides graphical and tabular representation of the results

Result formation of the work.

if the user wishes, a report on the performed work can be
Saving a report: made. The input is a request to save data about the person
being examined, where to save it.

from any task of the system gives contextual help,
Help for the user instructions and advice to the users. The input is a request
for help to the user.

from any system task outputs the creator information with
Creator Info contact information. Input is a request for information
about the creators

Provides correct sign out, saving parameters, current data via a
Signing Out dialog with the user. The input is a request to sign out of the
system.
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Let's dwell in more detail on the possibilities of correction and additional data
verification. Experience shows that the largest number of failures in calculations and
system malfunctions occurs not because of incorrectly working program, but because
of an error during data entry. In accordance with the above, the developers have
created a robust mechanism for checking the correctness of data, both numeric and
lowercase. To do this, various methods of interaction with the user, such as input error
messages, convenient structuring, templates for entering string and numeric data,
drop-down lists, switches etc are used.

Then, in the dialog box we enter data about the general environmental
conditions in which the survey takes place. The given variant of the dialog box
assumes entering the known reduction factors to the conditions BTPS and
STPD , but the variant of calculating these indicators is also provided.

The individual initial data from the examination (minute respiratory volume,
alveolar ventilation, exhaled and alveolar gas composition, blood pressure, and
heart rate) are then entered.

Further, after entering all the initial data for the group, the calculation of indices of
speed, intensity, efficiency of stepwise oxygen delivery, indices characterizing
economy of respiratory and circulatory system, parameters characterizing hypoxic
state of the organism are made, transport by arterial and mixed venous blood and
economy of the system of external respiration and hemodynamics.

RESULTS AND DISCUSSION

In order to study the adaptation of climbers to the reduced partial pressure of
oxygen in the inhaled air, the group of 46 climbers was examined. According to
the results, it was divided into two groups: sport masters (20 persons) and
candidates to sport masters (26 persons). The examination was carried out in
natural conditions at an altitude of 2100 m above sea level and in an altitude
chamber at an "altitude" of 7500 m above sea level. Cycloergometric load with
gradually increasing power was carried out. The minute respiratory volume, gas
composition of exhaled and alveolar air, respiratory rate, heart rate, blood
pressure, anthropometric parameters, hemoglobin and acidity of arterialized
blood were measured.

Using the above-described AWP the indices characterizing the systems of
external respiration, blood circulation, efficiency, intensity, economy of oxygen
regimes of the body, the parameters of hypoxic state were calculated.

Physical performance of climbers was assessed by the work performed and
power developed, the rate of oxygen consumption and carbon dioxide output, the
rate of staged oxygen delivery, partial pressure and tension of respiratory gases
in the alveolar space, arterial and mixed venous blood. The degree of tissue
hypoxia was assessed by the presence of oxygen debt, shifts in the acid-base
state of blood, changes in blood acidity, presence of lactate.

The test of special work capacity of climbers was also carried out. The
obtained indices were also compared with similar indices obtained when
examining these groups on the plain (lowlands) [49]. The results of the
examinati on are presented in the Table 2.
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Table 2. The results of the examination

Load
Indicator 1,7 Wt/kg 2,7 Wt/kg |
2100 m 7500 m 2100 m 7500 m

Respiratory volume per
minute, /min

Respiratory rate, breath/min 22,721 34,25+3,2 28,6£1,9 49,96+4,1

57,0+1,8 110,34£3,4 72,2423 137,945,0

Respiratory volume, | 251401 | 3224012 | 2524023 | 2.74+0.14
Ventilatory equivalent, 285716 | 763929 | 2976:19 | 833718
Respiratory cycle oxygen 87.9:2.1 | 42,1533 | 84.82+18 | 33,1227
effect, ml/r.c. ’ ’ ’ ’ ’ ’

Partial pressure of oxygen in

76,13+2,0 36,94+1,6 75,47+1,6 38,83+2,1
the alveolar space, mm Hg

Partial pressure of carbon
dioxide in alveolar space, 31,9+0,8 13,34+0,6 33,88+1,0 13,24+0,4
mm Hg

Oxygen consumption rate, 1,995+0,003 | 1.44420,106 | 2.426+0,104 | 1,654+0,141

1/min

Heart Rate, r/m 1052031 | 1397428 | 1238442 | 149.9432
Systolic output, ml 1339 11913420 | 134,945 118,8+1.8
Cardiac output, /min 13,965+0,35 | 16,71+0,205 | 16,739+0,48 | 17,72+0,345
Hemodynamic equivalent 7,0+0,2 11,57+0,7 6,75+0,2 10,7+£0,9
Si'/rcdcia‘ cycle oxygen effect, 18.96+1.1 | 1033£0.,6 | 19.59+09 | 11,03+0.85
Hemoglobin content, g/ 154243 159,242 154243 159,242
gﬁem‘ blood oxygen content, | e g.54 | 138.6£1.8 | 1842431 | 129.9+1.1
Arterial blood oxygen

saturation. % 90,1+1,3 64,0+0,9 89,3+13 59,98+1,1

In order to find out the climbers' adaptability to extremely low partial
pressure of oxygen in the inhaled air the performance and functional state of the
organism were determined: at the "altitude " of 7500 meters there was carried
out a cycloergometric examination in an altitude chamber. The loads were
reduced. The first load was 0.85 W/kg, (we do not consider this load because
there is nothing to compare it with), the second — 1.7 W/kg, the third — 2.7
W/kg, i.e. there was work that was not more intensive than moderate at sea level
and at 2000 meters (oxygen consumption at these loads and at 2100 meters was
less than 50% of MOC). More than half of the examined climbers carried a load
of 2.7 W/kg. Those climbers who were able to withstand it performed it either at
the AMT level (anaerobic metabolic threshold) or slightly to the right beyond it,
i.e. third-degree load hypoxia was manifested.

The data obtained show that breathing and blood circulation at the "altitude"
of 7500 m during low-intensity load at sea level becomes less economical. At the
simulated altitude of 7500 m the second load 1.7 W/kg, (the first load at 2100m), was
performed with an oxygen consumption 551 ml/min lower than at 2100m (differences
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are not significant, p>0.05). The climbers consumed on average 1444. £+ 107 ml/min
of oxygen. At the same time, each liter of consumed oxygen provided 76.4+ 94.1
I/min of ventilated air, which is 47.81 I/min more than at 2100 m altitude. The
consumption of 1 L of oxygen required 11.57+0.8 L of circulating blood, which was
4.57 L more than at 2100 m for the same workload. Systolic volume was lower than at
2100 m and was 119.13+3.4 ml, and cardiac output was 2.745 L/min higher than
during the same work at 2100 m. At a load of 1.7 W/kg, the arterio-venous oxygen
difference was quite high (132.5 ml/l = 3.0 ml/l), the oxygen content in mixed venous
blood decreased to 53.6 ml/l = 2.3 ml /L, its saturation with oxygen up to 25% =
1.6%, oxygen tension up to 13 mm Hg. At a load of 2.7 W/kg, the arteriovenous
oxygen difference increased to 145.1 ml/1+ 4.2 ml/, the oxygen content was 28.1
ml/1+ 0.9 ml/l, the saturation of mixed venous blood with oxygen was only 13.3% +
0.6%, oxygen tension in mixed venous blood was 12.0+ 04 mm Hg. At the
"altitude" of 7500 m, the coefficient of oxygen utilization from the blood decreased, as
evidenced by the decrease in the arterio-venous difference in oxygen to 86.4 ml/l +
2.1 ml/l at a load of 1.7 W/kg and to 72.9 ml /1 £ 1.0 ml/l. Note that at a load of 1.7
W/kg, the oxygen content in the mixed venous blood was 52.4 ml/l = 2.4 ml/l,
saturation 24.2% =+ 0.6%. At a load of 2.7 W/kg, the oxygen content in the mixed
venous blood was 36.7 ml/l = 3.1 ml/l and 17.2% £ 0.9%, respectively. The oxygen
tension in the mixed venous blood at loads of 1.7 W/kg and 2.7 W/kg was 12 £ 0.5
mm Hg, respectively and 13+ 0.9 mm Hg.

In [49] the impossibility of maintaining a high rate of oxygen consumption
in conditions of extremely low ambient air is explained, on the one hand, by the
decreasing rate of oxygen diffusion from the blood capillaries into cells and
mitochondria due to a significantly reduced gradient between the blood and the
intracellular environment, on the other hand, oxygen tension in arterial and
mixed venous blood below a critical level causes a significant decrease in
tissues, which directly reduces the rate of oxidative processes.

During a load of 2.7 W/kg (the third load at an "altitude" of 7500 m and the
second load at 2100 m), oxygen consumption decreased and the efficiency of
external respiration decreased — each liter of oxygen at this load provided 84.02
+4.1 I/min of ventilated air, 40 1/min more than at the same load at 2100 m. The
respiratory volume did not increase significantly, but the respiratory rate
increased, which was 43.79 £ 6 breath/min. Respiratory coefficient began to
exceed unity, arterio-venous difference decreased markedly, and hemodynamic
equivalent increased. Oxygen tension in arterial blood was the same as during
lower intensity exercise performed at the same altitude, and oxygen tension in
mixed venous blood was 2-4 mm higher than its values during previous exercise.
Low arterio-venous difference and increased pO, in the mixed venous blood
indicated the decrease of oxygen utilization from the blood, the reason of which
was the decrease of its tension in the tissues to below the critical level.
Metabolic acidosis became more expressed: at the "altitude" of 7500 m pH was
0.11 lower than at rest; while pO; in alveolar air was only 16.58+1.6 mm Hg, i.e.
30.57 mm Hg lower than at sea level.
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Estimation of general physical fitness level and adaptation degree of athletes
to heavy loads and to oxygen deficiency requires detailed characterization of the
complex process of oxygen delivery to the working muscles, the degree of
compliance of oxygen delivery and carbon dioxide excretion process with the
metabolic demand of tissues. Such characterization cannot be given without
labor-consuming calculations of some oxygen parameters and functional indices,
which turned out to be possible due to created mathematical models of
respiratory system and software for computer.

The mathematical model of mass transfer of gases in human and animal
organisms, which was based on the concept of regulation of oxygen regimes of the
organism [50], was a reliable tool for characterizing the functional state of athletes
in various activities. The role of load hypoxia in resolving the conflict between the
cardiac and skeletal muscles in the struggle for oxygen was investigated using a
mathematical model of the respiratory system with optimal control.

Calculations of oxygen parameters, carbon dioxide parameters, functional
indices additionally allowed to characterize the activity of functional systems of
the organism, to estimate the state of oxygen supply system by the rate and
intensity of its entrance into the lungs and alveoli, oxygen transport by arterial
and venous blood, tissue consumption, efficiency of staged oxygen delivery,
tension and economy of oxygen regimes of the organism.

Reduced oxygen consumption rate, decreased arterio-venous oxygen
difference, increased oxygen debt and blood lactate content, decreased pH,
increased respiratory coefficient, low O, stress in arterial and mixed venous blood
indicated that that load hypoxia during work with 2.7 W/kg at the "altitude" of
7500 m became uncompensated, which made it impossible to perform heavy loads
at this altitude, i.e. at 7500 m the load of 2.7 W/kg can be considered the limit for
climbers. Out of 60 people who were examined at this altitude, nine climbers were
not able to carry these loads for more than one minute. Large shifts of pH after
loading at the "altitude" of 7500 m in the pressure chamber indicated insufficient
function of compensatory mechanisms and insufficient adaptation of these
climbers to strenuous muscular activity at high altitudes.

Let us also note the following. If we analyze separately the role of the external
respiratory system and the circulatory system in adaptation to the combined effects of
hypoxybaric hypoxia and load hypoxia (Figure 4, 5), it appears that adaptation is
mainly due to the external respiratory system, both when the load increases and when
the partial pressure of oxygen in the inhaled air decreases.

At the altitude of 2100 m when the load increased from 1.7 W/kg to 2.7 W/kg,
respiratory volume increased by 26 %; at the "altitude" of 7500 m when the load
increased from 1.7 W/kg to 2.7 W/kg, ventilation increased by 25 %. At the same
time the main role in increasing ventilation was performed by 26 % and 45 %
increase in respiratory rate, respiratory volume at the altitude of 2100 m increased by
28 %, at the "altitude" of 7500 m respiratory volume decreased by 17 %. If we
compare the dynamics of the external respiratory system indices during the same
load of 1.7 W/kg, it appears that the main role in the increase of MRV by 142 % was
played by the increase of respiratory frequency by 120 %, while the respiratory
volume increased by only 9 % (Figure 6-8).
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If we consider the role of systemic blood flow (SBF) and its components —
stroke volume and heart rate (Figure 9—11), we find that SBF increased insignificantly
at the altitude of 2100 m when the load was increased from 1.7 W/kg to 2.7 W/kg, and
at the first load at the "altitude" of 7500 m — only by 19 %, at the second load at 7500
m the increase was even less — only by 6 %. When performing the same load of 1.7
W/kg at 2100 and 7500 m, there was a 26% increase in blood flow. At the same time,
the main role in the increase of the systemic blood flow is played by the increase of
heart rate: by 17 % at the "altitude" of 7500 m compared to 2100 m, with the increase
of load at the altitude of 2100 m the heart rate increased by 33 %, with the increase of
load at the "altitude" of 7500 m there was an increase of heart rate by 21 %. As for the
systolic output, the study showed that with increasing load, the value of this parameter
decreased both at 2100 m altitude by 12 % and at 7500 m altitude by 13 %, with the
values of these figures being practically equal.

GCONCLUSION

The proposed software allows using the model of organism's oxygen regimes
practically in real time, because it accelerates processing of the data obtained in
the process of examination of sportsmen and allows centralized accumulation of
information for its pre-processing, storage and collective use, allows to compare
the main parameters characterizing the functional system of breathing during
natural sports activity and those obtained during cycloergometric exercise,
recovery, in the annual training cycle, during the Olympic cycle, during the
whole sports activity and after it, during the recovery and rehabilitation after
severe injuries when training activity was suspended, to study the processes of
adaptation of the athlete's organism to training loads.
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ABTOMATHU30BAHA ITHOOPMALIIMHA CUCTEMA JIUIS OLITHFOBAHHS
NMPALE3JATHOCTI AJIBIIIHICTIB B YMOBAX HHU3bKOI'O pO,
Y BJUXYBAHOMY IIOBITPI

Beryn. Hapasi B pe3ynbTari TMOCTIHHOTO 3pOCTaHHS IHTEHCHBHOCTI JIFOJICHKOI JTiSUTBHOCTI,
HECTIPUATIMBOTO ISl JOBKLLISA, HEOOXiAHOCTI BUKOHAHHS POOOTH B Pi3HHUX EKCTpEeMaJbHUX
YMOBax 3HAYHO TOCUIIOOThCS (Di3WYHI, MCHXIUHI Ta €MOIHI HABAaHTa)KCHHS Ha OpPraHi3m
JIOWHY, IO TPHU3BOJATH JO BHPHKEHHX 3MiH Yy (YHKIOHATBHUX CHCTeMaX. Tomy
aKTyaJbHUM € 3aBJIaHHS BUBUCHHS aJaNTalil OpraHiaMy JIOAWHU 10 POOOTH B KCTPEMAIbHUX
yMoBax. Po0OOTa asbIiHICTIB € JOCUTh aJICKBATHOK MOJEIUIIO JJIsi BUBYCHHS KOMOIHOBaHHX
edekTiB rimodapuyHOi TiMoKcii Ta Timokcii (i3MyHOro HaBaHTakeHHS. HeoOXimHICTh
00poOJieHHsT BENMKUX 0OCSTIB iHpOpMALlil 3yMOBIIOE HEOOXIIHICTh BUKOPHCTAHHS CYYaCHUX
KOMIT'FOTEPHUX TEXHOJIOTIH, II0 J1a€ 3MOTy B IPOIEC] IMiATOTOBKH aJbIIiHICTIB OaraTtopa3oso,
Maiike B PEKUMI PeabHOTO Yacy MPUCKOPIOBATH OOPOOJICHHS MAHWX 1 HAKOMMYYBAaTH 1X JUIS
MOJANBIION0 BHKOPUCTAHHS JUII BHU3HAYCHHS TMOTOYHOIO CTaHy Ta IIPOTHO3YBAaHHS
PETYJIATOPHUX peaKiliii OpraHi3aMy Ha 30BHIIIIHI Ta BHYTPIIIHI MOPYILICHHS.

Mertoro po6oTH € po3poOJIEHHST aBTOMATH30BaHOI iH(GOpMAIifHOI cHCTeMH (YHKI[IOHAIBHOL
JIarHOCTUKA 3 BHKOPUCTAHHSIM MOJIEJI PETyJIIOBAaHHS KHCHEBHX PEXHMIB OpraHisMy Ta il
MPaKTUYHE 3aCTOCYBAHHS [T BUBYCHHS CTaHy BICOKOKBAi(hiKOBAHIX AIIBITIHICTIB.

Mertoan. Metoau mnporpamyBaHHs, CTBOPEHHS aBTOMAaTH30BaHOI iHQopMariiftHol
CHCTEMH Ta METOU (DYHKIIOHAJIBHOI AiarHOCTHKY.

PesyabTaTn. Ha OCHOBI MOJiesi perystoBaHHS KUCHEBHX PEXHUMIB OpraHizMy MOOYIOBaHO
ABTOMATH30BaHy IH(OpMaLiiiHy crucTeMy (YHKIIIOHATBHOI JIarHOCTHKH Oci0, sKi HepeOyBaroTh B
YMOBaxX eKCTpEMAIbHHMX MOpYyLIeHb. HaBemeHo pe3ynbTaTH —ampoOarii  3armporoHOBaHOTO
HPOrpamMHOro 3a0e3neueHHs I JOCIIIKEHHS TPYIH BUCOKOKBaITi(hiKOBaHUX a/IbIIIHICTIB.

BucHoBKH. 3anponoHOBaHe NPOrpaMHe 3a0e3MeUeH s Ja€ 3MOTI'y BUKOPHCTOBYBATH MOJIEIb
KUCHEBUX PEXHUMIB OpraHi3My B PEKHUMi PEaIbHOro uacy, ToOTO, 0araropa3oBo IIPUCKOPIOE
00pOOIICHHS JAHKX, Ja€ MOXJIMBICTh HIEHTPaIi30BaHO 30MpatH iH(OpMAIIifo s T TONepeIHbOro
00po0neHHs, 30epiraHHs Ta KOJEKTUBHOTO BUKOPUCTAHHS, YMOMJIUBIIOE IOPIBHIOBHSHHS
OCHOBHHX TMapaMeTpiB, SIKi XapaKTepU3yIOTh (YHKIIOHATIbHY JUXalbHY CHCTEMY IIiJ dac
TPUPOTHUX CIIOPTUBHHX 3aHSTh Ta OTPUMAHI I1iJT 4ac eproMEeTPUYHOTO HaBaHTAKEHHS.

Knrwuosi cnosa: memoou GyHKYioHanbHOi OiaeHOCMUKU, CMAH ATbNIHICMI8 BUCOKOL
Keanighikayii, MmamemamuyHa MOOenb Pe2YNIOBAHHS  KUCHEGUX DEeJCUMIE  Op2aHizmy,
aoanmayis 1OOUHU 00 pOOOMU 8 eKCMPEMATbHOMY Cepedosuyi, 2iNOKCIOPUUHA 2INOKCIAL.
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BLUEPRINTS ELICITATION FRAMEWORK FOR AN OPEN AGCESS
PAN-EUROPEAN NEURO-IMAGING ONLINE CENTRE

Introduction. Recent infrastructural endeavours in the field of neuroscience aimed at data
integration and sharing and availability of research output. This approach recognized that
opening experimental results produces significant gains for science advancement.
Nonetheless, this leaves a large part of the grassroots neuroscience community
underutilized: access to neuroimaging infrastructures remains locally restricted, obstructing
data acquisition and the means to investigate novel hypotheses.

Purpose. Within our paper we seek to address this gap by providing the blueprints for a
delocalized e-neuroscience centre, opening the access to functional neuroimaging
acquisition systems at a pan-European level. This aim will be achieved by building
operational interoperability, standardizing, and integrating the services of neuroscience
centres across Europe and the development of a virtual environment allowing all European
researchers to acquire state-of-the-art neuroimaging data, exploiting the principles of the
European Charter for Access to Research Infrastructures

Results. The implementation of all necessary actions for the harmonization and
interoperability of the experimental procedures of the labs entail standardization of
protocols, procedures in the form of consensus-based guidelines, harmonization of hardware
and software set-up and availability across laboratories, as well as adopting of common
standards and formats for acquired data and metadata structures.

Conclusion. Consistent and streamlined mobility processes aim to become a blueprint for
networking of the overall neuroscience community. The harmonized process framework presented in
this paper can facilitate better use from current and future neuroscience projects. Data economies of
scale and recruitment streamlining will put local EU and international funds to better use than the
now dispersed efforts. This will lead to more successful projects and better pacing for EU
neuroscientific communities in the international stage.

Keywords: multi-centre interoperability, operational harmonisation, neuroimaging, sharing
infrastructures, open access framework.
© KATRAKAZAS P., SPAIS P.,2022
82 ISSN 2663-2586 (Online), ISSN 2663-2578 (Print). Cyb. and Comp. Eng. 2022. Ne 2 (208)



Blueprints Elicitation Framework for an Open Access Pan-European Neuro-Imaging Online

INTRODUCTION

On the side of the COVID 19 pandemic, another, a silent pandemic is harnessing
Europe in the last decades: the effects of brain disorders. Europe’s leading cause
of disability-adjusted life years (DALYSs) is the effect of the central nervous
system and brain disorders [1]. Yet, Europe has yet to develop a pan-European
strategy that would respond effectively and decrease brain disorders’ effect on
reducing the quality of life. A horizontal approach cannot succeed due to the
great diversity in brain disorders’ manifestation and treatment across the
different European regions [2]. Inter-regional differences in disorder
manifestation that drive the corresponding inter-regional variability in brain
disorder DALYs are unknown. The current infrastructural paradigm in
functional neuroimaging, which grounds on the existence of a variety of
distributed and independent centres, as well as equipped they are, cannot
respond to the need: their experimental procedures and results are independent
and incomparable. Only a pan-European neuroimaging centre that can run at an
open access basis, the same procedures across different European Union (EU)
regions simultaneously and generate validly harmonized results can identify the
drivers of inter-regional variability in brain disorder manifestation.

PURPOSE

To develop detailed models of brain disorders' effects, incorporating data regarding
inter-regional differences that can inform regional defined interventions and pan-
European strategies which aim to reduce the disorder’s systemic effects, the current
research attempts to provide the rational towards a pan-European, decentralized,
open and expandable infrastructure for transforming the ability to fight brain disease
and understand brain health by incorporating inter-regional confounds of
neurological disorder manifestation through a methodological and technological
infrastructural harmonization. Grounded on the harmonization of existing
infrastructures and processes our framework intends to exploit the notion that “the
whole is greater than the sum of its parts”.

PROBLEM STATEMENT AND AREAS OF CONSIDERATION

Background on interregional variability in brain disorders state of the art
(S.0.T.A))

Brain disorders are one of the greatest health challenges. Around 165 million
Europeans are living with a brain disorder. European healthcare budgets are
burdened by €800 billion per year, and this is expected to increase further as
Europe’s population ages and becomes more susceptible to brain disorders.
Importantly, brain disorders and their effects show great inter-regional
variability: some level of commonality in the prevalence of certain disorders
exists, but a significant diversity in their manifestation and treatment across
European regions results in a great diversity of their effects, as reflected in the
inter-regional variance of disability-adjusted life years (DALYSs) [1]. The rate of
people in the world who die or are disabled from Alzheimer’s and other
dementias (which show the greatest increase over the last 25 years) ranges from
1109 DALY per 100000 in Italy to 409 in Cyprus [3].
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As far as ease-of-access is concerned, neuroimaging infrastructures that are
remotely interlinked offer the opportunity for ease of access services that cover very
specific needs of the researchers that will use them. Telepresence infrastructures like
a mixed reality teleconferencing component are not unheard of in the healthcare
sector and have been implemented in surgery teleconsultations amongst other uses.
Remote operation of medical devices has been implemented numerous times in the
context of telemedicine and can be readily implemented within the scope of the
proposed infrastructure, supporting specificity in experimental execution. Focusing
on the rigor that is required in neuroscientific experiments, an experimental protocol
verifier tool has and can be implemented, that would consider the specifics of the
equipment at hand, correcting or rejecting remote research protocols that are
misaligned or unfeasible in the context of the infrastructure. Additionally, data pre-
processing services or full processing services are within the scope of this
infrastructure’s ease of use and research usefulness suites. Furthermore, educational
resources in the form of educational videos, online manuals, and knowledge base
portals are staples in the support suite of every neuroimaging device and are
provided as standard by their vendors.

FRAMEWORK DESCRIPTION

The inter-regional diversification of the DALYs of brain disorders in the
population has been recently documented, but this does not stand also for the
different disorder features. Our framework intends to allow the documentation
of the disorder manifestation characteristics that drive inter-regional variability.
Infrastructure modalities are needed as potentially standardized and harmonized
means of intervention. Without knowing the elements that drive the differential
effects of brain disorders inter-regionally, Europe cannot build a stable strategy
to reduce the disease burden in a changing society. This goal falls beyond the
scope and resources of any single country and must be addressed collectively.
Up until now, the lack of resources and infrastructure for defining the inter-
regional characteristics of brain disorders manifestation, has hampered progress
in understanding the disease burden and improving brain health. The
infrastructure needed for such an endeavour is grounded upon better
coordination of research among European countries and beyond, as well as
between academia and industry (i.e., science diplomacy).

The characteristics of such infrastructure include a decentralized structure that
integrates functional neuroimaging hardware, processes, and analyses in such a way
that interregional variation of neurological disorders can be studied directly at a pan-
European level. Integrating different neuroimaging modalities, such as MEG, EEG,
fMRI, and complemented by brain activity modulation techniques such as TMS and
tDCS, this kind of structure will be able to achieve the full potential of methodological
complementarity. Hence, a structure with procedural and technological infrastructural
harmonization that operates inter-regionally and can be utilized by the European
research community, to produce comparable results. This will then allow answering
the scientific challenge of modelling the manifestation characteristics that drive the
inter-regional diversity of DALYs.

The technical composition of such an infrastructure can be rather specific
given the neuroscientific equipment (e.g., MEG, EEG, MRI, TMS, tDCS
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amongst others) involved. However, the specificity of data and equipment
integration (e.g., stimulus synchronized MEG-EEG recordings, post tDCS
EEGs, etc.) is always defined by the neuroscientific question. In that context, the
case-by-case needs analysis is the framework that informs the specific
infrastructural modalities that will be utilized in each case as well as their data
integration and processing methodology. A questionnaire with closed answers
can be created and disseminated among European scientists focusing on
interregional variabilities of brain disorders. Such a questionnaire can be
disseminated from social media, conferences, and networks of
scientists/stakeholders in which the partners participate, reaching a wider
acceptance and including questions that will define typical experimental
paradigms and neuroimaging modalities needed by the community. The data
gathered can then be analysed using descriptive statistics to ground the decisions
of formatting our framework’s structure.

While the ease of access provisions is not possible, nor desirable to be
integrated into the proposed concept infrastructure, our framework aims to engage in
a comprehensive participatory approach to involve the neuroscientific community in
the process of selecting the most impactful and appropriate features for ease of
access. A series of co-creation sessions will touch on every aspect described above.
Thematic distribution in different sessions will ensure that clarity of purpose will be
maintained. Agile principles will be transferred from IT to this needs analysis to
streamline the participatory process. Engaging the full range of stakeholder target
groups, user stories, personas and other established workflows of participatory Ul
design will be used in the co-creation sessions that will take place. The transnational
dimension of stakeholder engagement will be maintained through the heavy use of
teleconferencing and collaborative tools like interactive storyboards (e.g., Miro
board). This process will identify the best impact/cost ease of access features that
will empower the concept infrastructure.

Generally, in the context of every neuroscience research case there are
already defined constitute parts that define and designate it as such. These
include the core research question, which serves as the defining anchor of the
research use case. Defined by this, but equally constant as a constituent part, is
the equipment and methodology of the experimental setup for the use case.
Equally important in the definition of every neuroscientific research use case are
the necessary pre-processing and algorithmic processing approaches and the
interplay of them with the data integration that is required from the relevant
infrastructure. Also, as in every use case, experimental cohort composition as
well as inclusion and exclusion criteria are also important constituent parts of
every rigorous neuroscientific research use case. These use case features cannot,
however be arbitrarily assessed against the overall scientific challenge of
interregional differences of brain disorders.

Our framework intends to become more than a technical infrastructure for
researching interregional brain disorder differences. As such, in the framework’s
recommendations for upscaling of the infrastructure there is the provision of
identifying the field’s major research axes. Through that endeavour our
framework intends to formulate an authoritative, continuously updated
knowledge base that will be able to identify the relevance of neuroscientific
research cases within the specific field.
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AN INNOVATIVE INTERPRETATIONAL MODEL

Multilayer modelling of interactions between brain functionality, cogni-
tion/behaviour, quality of life/dalys, and regional characteristics of health
systems

The neuroimaging, behavioural, quality of life, and societal data can
subsequently be incorporated in a multilayer network model, with brain
functionality, cognition/behaviour, quality of life/DALYs, and regional
characteristics of health systems as different layers. Taking advantage of the
latest advancements in complex network science that led to the extension of
graph analysis to the modelling of multilayer representations consisting of
distinct networks [4], this network model will allow the detailed quantification
of the interactions amongst those layers that drive inter-regional differences.
This allows the modelling of global functional connectivity characteristics
between the layers of the corresponding hypernetwork. As such, it has the
potential to evolve our current two-dimensional understanding of the link
between neurobiological deficits and DALY into a multi-layered construct that
effectively interprets the complexity of this relationship.

The challenge of merging connectivity metrics amongst the different
disciplines will be overcome by estimating hyperedges that depict the interaction
between nodes of the functionally distinct network layers in the graph [5]. Each
measurement (i.e., brain functionality, cognition/behaviour, quality of
life/DALYs, and regional characteristics of health systems) will constitute a
distinct layer. Within-layer nodes depict the manifestation of the disorder in the
corresponding layer, and their interaction pattern is modelled by a connectivity
analysis that utilizes metrics dictated by the consequent discipline.
Normalization will be applied to homogenize the networks across all layers and
render them comparable to each other. Between-layer co-occurrence of the
deficits will model the node-to-node interaction amongst different domains: The
profiling of the co-occurring problems will be carried out using Spearman's rho
and its output will attribute each node pair with a weight based on the co-
occurrence of the corresponding symptoms. The corresponding hypernetwork of
each individual will then be subjected to a statistical evaluation based on general
linear modelling, like the one shown in [6]. Global network characteristics
(e.g., resilience or topological characteristics such as clustering persistence
diagram), appropriate for multilayer networks can also be estimated as indicators
of the overall structure of the network. The structure of the model, having free
weights on each node will be proposed as a template interpretational tool for
later studies aiming to understand how other brain disorders affect the
corresponding interregional DALY's variability.

Tackling global health challenges such as dementia has been directed
toward the development of affordable, scalable, and broadly available
biomarkers of brain connectivity [7]. Over the last two decades, M/EEG studies
have benefited from the increased sophistication of processing pipelines,
allowing researchers to gain more insight into the dynamics and connectivity of
the brain [8]. This is illustrated by recent M/EEG studies incorporating graph
theory, nonlinear dynamics, decoding, and whole-brain modelling, which bring
novel opportunities for the study of dementia [9], [10].
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Fig. 1. Bird’s Eye View of the Proposed Framework

The proposed approach based on the analysis of large volumes of
standardized and harmonized data is expected to increase the efficacy of
diagnostic tools and intervention strategies. Though the current and potential
impact of functional connectivity studies based on M/EEG cannot be ignored,
developing M/EEG multicentric studies is not an easy road and involves major
technical difficulties and organizational needs. For instance, in a typical
multicentric approach to task-related M/EEG functional connectivity, the major
drawbacks arise from the task design, which needs careful validation.
Furthermore, typical multicentric studies involving the acquisition of task-
related M/EEG face several technical challenges, which include compensations
for different stimulation timing and M/EEG synchronization procedures.

The framework therefore will consist of: (a) Acquisition protocol &
Environmental settings and data quality measures, (b) Data sharing procedures, (¢)
basic pre-processing, (d) advanced pre-processing, and (e) a multilayer framework
for M/EEG connectivity. Standardization and harmonization applied within the
framework workflow will include: (i) a harmonization of M/EEG measurements
to attenuate any variability linked to lightning, acoustic background noise,
electromagnetic noise of the M/EEG chamber and other setting conditions, but
also between resting-state (eyes-open and eyes-closed) measurements i.e., room
lighting, and ERP measurements ie., compensation of time delays,
synchronization procedures, (ii) a standardization for data sharing i.e., following
organizational standards for data sharing and applying an annotation and
classification system, (iii) a standardization of basic and advanced pre-processing
steps such as re-referencing, filtering, rejecting bad channels and bad segments,
artifact rejection, etc, leading to spatial harmonization, data normalization of data
from healthy participants as well as patient-control normalization and (iv) the
estimation of a multilayer network of each patient phenotype.
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An important step in M/EEG harmonization will be the measure of the
harmonization success an essential element for guiding further data analyses and
planning future preclinical studies. Such measures will consider the acquisition
system and relevant acquisition parameters as covariates in the framework
M/EEG studies of connectivity. Acquisition systems can make a significant
contribution to the variance of multisite M/EEG studies, particularly when they
differ in the type of electrodes/sensors, and electronics. Metrics indicating the
success of the harmonization will refer to source space and will help to build
methodological consensus, which in turn will contribute to establishing
functional connectivity measures as reliable biomarkers for the early
identification of subtypes within a particular neurodegenerative disorder and
facilitate intervention. This early identification system implies that the
traditional classification of neurodegenerative disorder based on group analyses
shall be complemented with individual-level analyses. Finally, the methodology
for sharing data and its ready-to-use processing pipelines will be critical for the
replicability and cross-validation of the framework studies.

Development of a horizontal interconnection of the labs in terms of
infrastructure operation. Currently, the operation of each infrastructure is
executed via direct commands on the manufacturer’s software defining the
corresponding measurement parameter. The different software uses similar but
not identical names for each command while the user interface is diversified in
accordance to the manufacturer’s style. This ensures operability from each lab’s
technician or operator but obstructs the option of one operator knowing and
acting at several systems. The suggested framework intends to ground its
horizontal interconnection on a system consisting of (a) a Sandboxed Data
Container, (b) an authentication system, (¢) an SDK handling communication
with different manufacturers’ operating system of each infrastructure and (d) a
General User Interface (GUI) operated digital twin of a simplified version of
manufacturer’s software. Specifically, it will develop digital twins of each
software, running at a Sandboxed Data Container (SDC), ensuring safety of the
system. The digital twin of each software will have a simplified General User
Interface, and commands that are to be utilized for fine-tuning the parameters of
experimental paradigms. This deadlock is one of the core aspects that SDC tries
to overcome through by-design mechanisms where the data, processes,
metadata, and the intermediate results are safeguarded and protected by any
unauthorized entity (Event Handler tier). Software commands which are not to
be handled by external operators (for system’s stability and safety reasons) will
not be visible and will remain functional only in the original software of the
system manufacturer. These features can cover the aspects of privacy and
security, so the SDC can ensure to the data owners that their data is secured and
monitored (Monitoring tier) in a way that no one else can intervene. The names
of the commands that are to be used will be unified across the labs.

In more detail, the instantiated SDC includes the researcher's credentials,
which are used by an Authentication Server (AS) to grant the access. Hence,
when an external operator of the virtual infrastructure (after receiving relevant
permission and login info from the common user interaction gate) enters the
system as operator, s’/he will see a unified user interface independently of the
system, with common names on each parameter to be operated. Inside the SDC
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realm, each data is handled as a unique entity and is governed (Data Service &
Storage tier) with different constraints and regulations. This is the case of
interest for many scenarios since each person must have the freedom to define
personalized policies of his/her own data. This approach will allow experienced
experimenters (after a short virtual educational seminar on operation of the
unified system) to be able to handle all infrastructure operation that will be used
for recording of the corresponding experimental paradigm, while maintaining
system’s stability. The corresponding commands will be sent to the original
software to run the analogous functionality. One key principle that the system
will cover is the adherence to the different policies used by each hospital or
institute on data management rights. Important points of this approach are (a) the
sandbox’s operation, (b) the homogeneity of GUI of the digital twins of all
different software, (c) the choice of the parameters and operation commands that
will be available to external — virtual users. The later will have to be defined in
relation to decisions made based on the experimental paradigms that will be
offered, as well as on the basis of system’s stability.

Development of a vertical interconnection of the labs and common user
interaction gate in terms of infrastructure operation. In line with the overall
objective of unifying data and processes from individual laboratories in the
neuroimaging domain, the framework should be supported technically by a
scalable infrastructure and a set of data handling tools. The infrastructure will
receive data from the individual laboratories and will apply data quality analysis,
anonymisation and transformation to provide them to the researchers upon
relevant requests. Moreover, a two-way communication link between the
researchers and the labs will be established to allow conducting experiments
based on specific protocols. The architectural overview of the technical
infrastructure is shown in the Figure 2.

Dashboard

Neuroimaging
Laboratories
Research
~ Network
~

Cybersecurity-enhanced
Protocols

Ve

Quality E]e-' Data Data
'Analysis |T"|Anonymisation ransformation

Fig. 2. Architectural Overview of the Framework’s Technical Infrastructure
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The infrastructure comprises a data input API built in REST so that it
allows implementing different connectors for the data and experiments of each
laboratory. The input will be inserted based on an event streaming platform,
such as Apache Kafka, to ensure high throughput and high availability. The
system will also involve a data management pipeline so that the data are initially
analyzed and anonymized, ensuring that any sensitive identifiable information is
not forwarded to the user. Furthermore, data transformation will be supported in
order to produce an output format that will be suitable for data
presentation/visualization to the researchers.

The core component of the infrastructure is the communication layer, which
will be used to conduct and retrieve experiments performed in different
laboratories. From the perspective of the researcher, an experiment dashboard
will be used as a unified environment that allows exploring the data and
equipment availability of the different labs. The researcher will be able to upload
a new experiment request via an intuitive Ul, using an appropriate protocol for
the experiment. All experiments, along with the relevant protocols will be stored
in a searchable index, allowing easy retrieval. This way it will be possible to
check whether new experiments are compliant with existing protocols and/or
provide recommendations based on Al to make them compliant.

Upon determining a relevant lab, in terms of data and availability, the
researcher will be able to run the experiment in a virtual sandbox. The sandbox
is built using virtualization technologies (e.g., Docker), ensuring that the
laboratory data are secure from potential compromises, either intentional or not.
State-of-the-art security protocols will be used to connect to virtual instances of
the sandbox. The data produced by the submitted experiment will be forwarded
to the data management pipeline. The pipeline will initially perform quality
checks, focusing on curating (pre-processing is performed in the labs). After
that, the data will be anonymized using state-of-the-art anonymization
techniques to ensure that all valuable information is maintained while removing
any personally identifiable information. The final step will be that of data
transformation. The researcher will have control over the format of the data and
will be able to request for different statistics and/or visualizations. The results of
the system will be presented to the users in a dashboard, while they will also be
available using a RESTful API. Therefore, several visualizations will be
available to aid the interacting parties in understanding the output and providing
useful suggestions. Focus will be given on statistics and data aggregation
techniques, while full data retrieving as streams will also be supported.

Secure data movement techniques. Protecting data, either in transit or at
rest, is a necessity that plays a catalytic role, especially in cloud computing
infrastructures. The most basic countermeasure that ensures data privacy are
properly configured access control policies. Discretionary Access Control
(DAC), Mandatory Access Control (MAC), Role-Based Access Control
(RBAC) and Attribute-Based Access Control (ABAC) are some approaches.
However, these do not provide absolute security, and sensitive data might still
get exposed in case of attacks, especially during the data transmission between
source and destination (e.g., man-in-the-middle attacks). In all cases, data
encryption by the data owner before it is uploaded to the cloud is necessary; in
this way confidentiality is guaranteed even in case of breaches and leaks.
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However, classic encryption techniques, such as Advanced Encryption Standard
(AES), Data Encryption Standard (DES), and Triple Advanced Encryption
Standard (3DES), are not feasible in cloud computing settings due to their
complexity and lack of flexibility, scalability, and fine-grained access control
[11], [12]. Instead, cloud-suitable alternatives are Attribute Based Encryption
(ABE) and Identity Based Encryption (IBE). Traditional encryption mechanisms
involve the data owner encrypting the data with a user’s public key before
uploading them. The user can then decrypt the data using their private key. In
IBE, public keys are calculated based on a unique identifier of a user, such us
their e-mail address. This eliminates the need of public key retrieval [13]. The
private key is distributed by a private key generator. ABE (also known as fuzzy
identity encryption) uses a combination user attributes instead, such as their
name, city, or street number to generate public/private keys [14]. In addition to
data confidentiality, data integrity is another critical element in data security.
Data integrity refers to protecting data from unwanted modification, deletion, or
fabrication. The first step in ensuring it, is proper access control through
authorization. In addition, RAID strategies store data in different locations to
provide redundancy and fault tolerance [15].

Finally, Data Integrity Validation (DIV) techniques provide assurance to users
that data is intact and has not undergone corruption, deletion or modification. RSA
and MDS5 are some of the simplest techniques, where downloaded data signatures
are calculated and compared to a reference. In addition to these, public auditing
techniques offer a scalable alternative, where a Third-Party Auditor (TPA) is
introduced to handle the interaction with the Cloud Storage Server [16]. Finally,
where preventive measures fail, timely detection of the failure is necessary.
Intrusion Detection Systems (IDS) monitor an infrastructure at the network or file-
system level for abnormal behaviour as well as unauthorized data access [17].
These, in turn, can trigger appropriate mitigation actions, such as Moving Target
Defenses (MTD) which can significantly increase an attacker’s uncertainty and
decrease their chance of success [18].

Co-creative iteration on all components. Co-creation as a part of the field
of participatory design has received significant attention in the context of innovation
in recent years. Due to the efficiency and adaptability in responding to diverse and
changing environments and contexts, this has been identified as a potential booster
for the implementation of innovative and experimental solutions [19]. The main
point of co-creation is the transformation of passive actors such as end-users into
active ones. Hence, they are actively involved in the development processes of
products, services and systems [20] as well as the definition and creation of common
values taking all actors and their needs into account [21]. Users and actors are not
considered just during research process in co-creation methodology, but also
throughout the production phases such as inspiration, co-design, testing, and
execution of a solution. This includes the co-production process [22]. From a
business point of view, this active participation in co-creation processes usually aims
to shift the focus from a business centric one towards personalized and satisfying
customer experiences [23]. These characteristics of co-creation methodology and its
value led to expanding the fields of application as well as the notion of concept.
More specifically, it has been attempted as a promising means to engage neglected
actors and stakeholders in various domains of innovation (e.g., in public sector
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innovation) and as a way to set up collaborative processes like those that are needed
to better involve in innovation [24].

Our framework intends to guide pilots which should be accommodated by
the infrastructure-driven partners, intrinsically adopting the co-creation
methodology as its principal objective. This refers to a systematic user co-
creation approach integrating research and innovation processes in real life
communities and settings. In practice, the exploitation of qualitative and
quantitative data of the needs analysis can shape the plan of integration and
harmonization of the infrastructure and services as well as the configuration of
the blueprint that will depict the vertical infrastructure, subserving the common
gate of experimental protocol and user interaction. In the following, those plans
will be forwarded via a second iteration of questionnaire dissemination and
feedback sessions addressed to a shorter list of scientists of the ERA that focus
on inter-regional brain differences and relevant targeted stakeholders. As such
this process will employ co-creative elements in an iterative feedback process
that will align the concept of the infrastructure and its implementational details.

Blueprints for Infrastructure scaling up and processes generalization
Technical Scale-up Blueprint. Current infrastructural paradigm of functional
neuroimaging relies rely on various distributed and independent centres, that cannot
serve the necessity for experimental procedures and results to be relevant and
comparable. An increasingly high cost of acquiring and maintaining a neuroimaging
facility offering all modalities, restricts the availability of such resources at a
European level. Hence, the local access to neuroscientific infrastructures offering
high-quality neuroimaging services for all imaging modalities provided by the
framework is currently uncommon across the European area, restricting the full use
of the operational time of the corresponding infrastructures (several such
infrastructures currently have free operational time, as their use is based on
experimenters performed from a small number of researchers), and the exploitation
of the scientific knowledge and expertise of researchers which do not have access to
such infrastructure. Therefore, the framework’s goal is to create the ground for a
modular system that will be able not only to integrate the different infrastructure
horizontally, but also to support the whole variability of experimental needs of the
ERA scientists focusing on inter-regional variability of brain disorders. Hence, a
modular system that will be utilizable for different experimental use cases. Thus, a
set of operations and services that are needed to answer the community’s needs will
be defined and a modular system will be described in detail that will be able to
implement the different experimental procedures across the different labs. Hence, a
system that will not only include in the sandboxed operated digital twin, the
software commands that are needed to run the resting state analysis of defining
Subjective Cognitive Decline manifestation, but also all the software commands that
are needed to run all the experiments defined by the community via the needs
analysis. Technical requirements that are needed for a new infrastructure’s operating
system to integrate to the framework system and to connect to the corresponding
SDK will be defined and published accordingly. Scientific and methodological
requirements regarding the services and the lab’s support for the system to run
fluently will be defined, comprising of best practices for each neuroimaging facility.

Alongside, a common technical framework for compiling novel use case
scenarios, novel experimental paradigms and research protocols will be defined.
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This will include global definition of terms, so that a common set of procedures
is easy to define across labs, and a definition of neuroimaging modalities used
under the umbrella of the framework canvas so that that the protocol is easily
evaluated on the basis of the functionality of the integrated system. A template
protocol allowing specific definitions on the parameters (the ones applicable on
the integrated framework system of the infrastructure) will be prepared while
initially, an algorithm will evaluate applicability of the protocol in the integrated
system. At a second stage a technician/researcher of, familiar with the
functionality of the integrated framework system will evaluate further details. As
soon as this two-stage procedure is completed, and the common technical
framework of a newly submitted experimental protocol is respected, the research
will be prioritized for implementation. These elements will comprise the
technical blueprint of upscaling the number and variability of infrastructure
included, allowing integration of other European labs in the common
functionality of the virtual decentralized system.

Scientific Diversification Blueprint. Several brain imaging projects have
attempted to identify suitable biomarkers of neurodegenerative disease. For instance,
the Alzheimer’s Disease Neuroimaging Initiative (ADNI) contributed to the
development of blood and imaging biomarkers, the understanding of the biology
and pathology of aging, and to date has resulted in over 1800 publications. ADNI
also impacted worldwide ADNI-like programs in many countries worldwide.
Though, these previous mega-studies have contributed to the discovery of potential
mechanisms and biomarkers of multiple brain disorders, most of these imaging
biomarkers have a relatively small effect sizes and the study results were drawn
from multi-site data which are often heterogenous and used now outdated traditional
low-resolution data acquisition protocols. In addition, there have been no human
brain M/EEG studies that explore multiple neurological disorders that occur through
the lifespan within the same cohort of subjects. Currently, typical multi-site studies
for studying brain disorders have great advantages such as: (i) quicker recruitment
of the necessary number of subjects, (ii) clearer results as the patient sample of
multi-site trials is supposed to be representative and can potentially reach for more
generalizable findings, (iii) sharing resources amongst collaborative sites, and (iv)
promoting networking. However, multi-site trials require strong efforts for quality
assurance concerning admission, treatment and follow-up, thus a highly developed
coordinating centre is needed. In addition, typical multi-site neuroimaging studies
have been based on a single or small number of the same model M/EEG systems at
different sites and thus did not fully address standardization of the data acquisition
across different scanner models or vendors. In addition, such studies usually require
the procurement and/or distribution of common neuroimaging (e.g., portable EEG
systems) devices of same specifications to attenuate the variability in the expected
results. However, this practice can significantly increase the cost of such studies,
while it can introduce errors even in the acquisition phase as the researchers of a
centre may not be entirely familiar with the newly operated devices. In line with
this, this practice likely excludes the use of MEG systems if sites haven’t procured
in the past as the systems require a dedicated space for installation, and cost from
€1.5—4 million.

Our framework aims to accelerate harmonization technologies to be used in
the integrated neuroimaging centres by combining approaches to high-quality
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imaging acquisition, pre-processing, study design, and statistical bias correction
to potentially improve the sensitivity and validity of imaging results. The
conceptual framework for major health challenges will be based on the notion
that as patients are not the same, regions are not the same, thus it will follow a
population centred approach and take into account differences of the EU society
compared to the available literature, metanalyses, clinical trials and guidelines.
These observed differences will improve understanding of disease
pathophysiology and help researchers to tailor their approach and research
questions based on the population characteristics. All use case scenarios that
address global inter-regional health challenges will be introduced into the
relevant ecosystem via a common scientific framework. This will include
forming hypotheses regarding the Impact of inter-regional differences in each
health challenges and thus forming appropriate research questions that can
account for account inter-regional differences. A unified template protocol will
set the use cases’ endpoints which will include features and measures derived
from the imaging modalities and will provide a benchmark against which other
phenotypical data will be assessed. These endpoints will provide objective
evidence of beneficial and adverse outcomes.

Though aims will differ across the use cases, the framework will drive the main
endpoints but also serve as an exploratory tool that contributes to the understanding
of disease mechanisms. Studies under the framework’s umbrella are a response to
the increasing demand for more data, but can also promote collaborations across
institutions and countries, and experts worldwide will have access to the large data
sets and can combine their group expertise. Thus, a framework for new data
syntheses will be defined, ensuring that appropriate technologies and strategies are
used to manage the large amounts of data generated.

Policy upscaling Blueprint (Developing a unified financial,
administrative, and regulatory framework exemplar for EU multicentric
Research and Innovation). The unified financial, administrative, and regulatory
framework exemplar for EU multicentric Research and Innovation pertains to
regulatory issues and problems related to Copyright and Data Protection in the field
of Research and Innovation which may be resolved in a way that allows for
successful administrative and financial planning. Regarding Copyright law
regulatory issues, we assess that the proposed framework’s successful operation
depends on the exploitation through the Internet of information goods and/or
databases of information goods which will be distributed Europe-wide. The
excludability imposed by Copyright’s legal edifice to said information goods and
databases is a regulatory issue to cope with through Openness in Copyright law and
the new mandatory exceptions and limitations introduced through Directive
2019/790/EU.
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In addition to Copyright law issues, planning entails the successful handling
of data protection issues. The envisioned framework should have to cope with
proper action for the implementation of the General Data Protection
Regulation’s mandates, i.e., Regulation 2016/679/EU. Therefore, personal data
protection considerations will also have to be assessed carefully. The GDPR
must be considered in relation to the suggested setup and operation from a
viewpoint that meets the requirements of the adoption of privacy-by-design and
advanced security techniques. GDPR compliance is a task related to internet
security of the infrastructure of it, thus compliance with the requirements of
Directive 2016/1148/EU concerning measures for a high common level of
security of network and information systems across the Union as well as the
acquisition of proper European Cybersecurity Certification provisioned in
Regulation 2019/881/EU could be considered.

Most likely ethical issues will be faced, too, at least in the sense of drawing
up and/or imposing a code of conduct for scientific research and innovation. For
example, ethical restrictions imposed by Regulation 2014/536/EU and the
Principles of European Medical Ethics adopted by the European Council of
Medical Orders on 06/01/1987 including the principles adopted on 06/02/1995
or the ethical principles adopted in Kos Island (Greece) of the European Charter
of Medical Ethics in 10/06/2011 will have to be considered.

In addition to the regulatory framework as outlined above, the new
infrastructure should define prioritization algorithms based on excellence for
admitting new protocols/studies from all ERA scientists, working as an open
access infrastructure. The algorithm will define in detail, which research
protocols are undertaken by the new infrastructure, which are prioritized over
other in case that more than one is submitted, how the work is distributed across
the partners, and under which regulations performing the study will be realized.

CONCLUSION

The current paper presents a pan-European functional neuroimaging framework,
that will be able to model inter-regional differences in brain disorder manifestation.
The suggested framework will rely on the principles of open science, offering its
services and high-end decentralized infrastructures via virtual access to all European
scientists based on an “access through excellence” gate. Expanding on the opening
of science via the first (i.e., open access papers) and second (open data) pillar, the
pan-European centre will open access to the third pillar of science: infrastructure. It
will include the means and procedures to perform state-of- the-art experimental
protocols proposed by the community of European neuroscientists targeting inter-
regional differences for a variety of brain disorders.

In order for the framework to be developed it will require a horizontal
harmonization of infrastructures and standardization of procedures by a
decentralized set of state-of-the-art laboratories guaranteeing validity and
comparability of research results obtained from a variety of labs participating
across different European regions. It should also have a unique and common
virtual access gate for all integrated labs and all European scientists aiming to
utilize its services offering a simple, yet a user-friendly way for each scientist to
submit a research protocol that will be able to run inter-regionally. Thus, it will
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offer its services via remote access incorporating digital twins of all systems in
the cloud, and thereby allow the running of experiments simultaneously in the
different labs, without the physical presence of the researcher in all of them.

The suggested framework is designed so as to offer the possibility to every
neuroscience centre across Europe to participate as a hub of the pan-European
structure following guidelines and procedures of integration. It defines a novel
organizational model operating as a unique but decentralized structure of integrated
working hubs, able to pool and share resources in studying inter-regional differences
in brain disorders manifestation. Built upon a set of “small-world” network
properties, the framework allows the functional integration of highly specialized
research hubs into a working virtual neuroscience over-structure.

Finally, we present the blueprints of a unified financial, administrative and
regulatory framework exemplar for EU multicentric Research and Innovation
pertains to the regulatory issue. Following ESFRI principles and drawing upon
similar structures such as the Synergies for Europe’s Research Infrastructures in
the Social Sciences (SERISS), the framewok defines procedures to accept the
implementation of research protocols submitted openly by the community.
Moreover, it defines the prioritization of studies submitted, means of financial
compensation of the hubs for executing the research and accountability. The
opening of infrastructures and procedures via pre-defined principles will answer
the risk of fragmentation of funding after the end of some of the large-scale
programs in 2023 and systematically align the research agendas to a synergistic
commitment. Overall, it will define actions related to copyright law issues, data
protection, cybersecurity, ethical and contract/business issues as a pan-European
structure. The blueprint will also define ways of collaboration, research
refinement, and complementarity with other major initiatives in the EU (EBRI,
EBRAINS, the JPND joint program, the Human Brain Project) and across (Brain
Initiative) that will allow means of exchange and implementation of
interregional research services.
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IJIATOOPMA BUABJIEHH CTPYKTYPU UL 3AT AJIbBHOEBPOIIEVICHKOI'O
OHJIAMH-TIIEHTPY HEMPOBI3YAJII3AIIII 3 BIZIKPUTHUM JIOCTYIIOM

Beryn. HemonaBHi iHQpacTpyKTypHi 3ycHIUI B Tally3i HeHpoHayK OyJo CHpPSMOBAHO Ha
iHTerpaIito Ta OOMIH JaHUMH Ta JIOCTYITHICTh pe3yJIbTaTIB JOCTIpKeHb. Llel miaxia Bu3HaB,
IO BIAKPHUTTS SKCIIEPUMEHTANBHUX Pe3yNbTaTiB Ja€ 3HAYHI MepeBaru Ui Mporpecy HayKu.
TuM He MeHII, e 3ajIMIIA€ 3HAUYHYy YaCTHHY MacoBOi HEHpOHAyKOBOi CHIJIBHOTH HEIOCTAT-
HBO iH(pOpMaLIHO 3a0e3MeYeHO0: TOCTYI 10 1HPpacTPyKTypH HeWpoBi3yatizauii 3aiuia-
€ThCS JIOKAJIbHO OOMEXEHHUM, IO MEPEHIKOKAE 30MPaHHIO JaHUX 1 BUKOPUCTAHHIO 3ac00iB
JUIS TOCJI1JKEHHST HOBUX TiIOTE3.

MerTol0 CTaTTi € MparHeHHs YCYHYTH L0 NPOTaluHy, HaJaBLIM IIaTGOpMy AT AENO-
KaJli30BaHOI'O IIEHTPY €NEeKTPOHHOI HeHPOHAYKH, 10 BIIKPUBAE AOCTYI A0 (YHKIIOHAIBHUX
CHCTEM HeWpoBi3yali3allil Ha 3araibHOEBpOINEHChbKOMY piBHI. I MeTa Oy/e qocarHyTa nuis-
XOM N00OY/JJOBY OIEPaTUBHOI CyMiCHOCTI, CTaHAAPTH3aL] Ta iHTerpauii nociayr HeipoHayko-
BUX ILIEHTPIB 1O BCiii €Bpomi Ta po3poOJIeHHS BipTyaJbHOTO CEPEJOBHUIINA, IO JACTh 3MOTY
BCiM €BpOIeiCbKUM JIOCHITHUKAM OTpUMYBAaTU HalCcydacHill JaHi HelpoBisyasizamii, BUKO-
PHCTOBYIOYH MPUHIMITK €BpONeichkoi XapTil JOCTYITy 0 AOCTIIHUIBKUX iH)pacTPyKTyp.

PesyabTaTn. Peanizanis KoMIuiekcy HeOOXiIHUX JIii /11 TapMOHi3alii Ta 3a0e3neueHHs
CYMICHOCTI €KCIIepUMEHTAIBHUX TPOLEIYp Pi3HUX Jiaboparopii nependavae cTaHIapTH3AIIIO
MPOTOKOJIIB, MpoueAyp Y GopMi HACTAHOB Ha OCHOBI KOHCEHCYCY, TApPMOHI3allil0 HaJIalITyBaHb
arapaTHOro Ta MPOrPaMHOro 3a0e3NeUeHHs Ta JOCTYIHOCTI B J1a00paTopisix, a TAaKOX MPHUIH-
ATTS CHUJIBHUX CTAaHAAPTIB 1 GopMaTiB 1711 OTPUMAHUX JaHUX 1 CTPYKTYp METaaHUX.

BucHoBoxk. [TociitoBHI Ta BIOPSAKOBaHI MPOIECH MOOITBHOCTI MAarOTh 32 METy CTaTh
CTPYKTYPOIO JUISI CTBOPEHHS MEpexki CHUIBHOTH HEHPOHAYKOBLIB Y IJIOMY. Y3rojkeHa
CTPYKTYpa IpoLeCy, II0IaHa Y TAKOMY JAOKYMEHTi, MOYKe CIIPUSATH KpPaIoMy BUKOPHCTAHHIO
MOTOYHUX 1 Malil0yTHIX NPOEKTiB HelpoHayku. EKOHOMIS aHMX 32 PaXyHOK MacIITa0yBaHHs
CTBOPEHUX INPOTPAMHHX MPOAYKTIB Ta ONTHUMi3alis BIOPSIKYBAaHHS HAJACTh MOXIIMBICTH
BUKOPUCTOBYBaTH MicieBi kot €C i MbKHApOJIHI KOIITH Kpallle, HiXK HUHI y pa3i po3rno-
pomeHnx 3ycumis. lle mpuBeme MO YCHIMIHIMNX HPOEKTIB i KPAIIOro TEMITy IOIIOBHEHHS
BaroMHMH pe3yJibTaTaMH HelpoHaykoBUX ciiibHOT €C Ha MI>KHAPOHIH apeHi.

Knrwuogi cnoea: 6azamoyenmposa cymicHicms, onepamusna 2apmMonisayis, Heuposisyanisa-
yis, inpacmpykmypu cniibHO20 UKOPUCIIAHHSA, CIMPYKIYPA GIOKPUINO20 OOCTHYNY.

98 ISSN 2663-2586 (Online), ISSN 2663-2578 (Print). Cyb. and Comp. Eng. 2022. Ne2 (208)



J10 YBATH ABTOPIB!

VY >KypHalli HalaHO Pe3yNbTaTy JOCHIKEHb Y rally3sX Teopii Ta IpaKkTHKH 1HTe-
JIEKTYyaJIbHOTO KepyBaHHA, 1HPOPMATUKU Ta iHQOpMAIifHUX TEXHOJIOTiH, a Ta-
KOJK 010JIOTTYHOT Ta MEMYHOT KiIOEPHETHKH.

LlinboBa ayauTopisi — HayKOBI, iH)KEHEpPH, acMipaHTH Ta CTYACHTH BHUIIUX

HaBYAJIBHUX 3aKJIAIIB BIAMOBIIHOTO (haxy.

Bumoru 1o pykonuciB craTei

1. Pykomuc HamaroTh Ha Iarepi y IBOX MPUMipHHUKaX (MOBa — aHTIIIHCHKA,
yKpaiHcbka, 17-22 ¢.) Ta enekTpoHHY Bepciro. /o pykomucy 101ar0Th:

* aHOTAITl — YKPAiHCHKOIO Ta aHTIIHCHKOI0 MOBaMH (TIPI3BHIIE, iHIITIAN aB-
Topa/iB, Miclie poOOTH, MiCTO, KpaiHa, Ha3Ba cTatTi, TekcT 250—300 ciB, 3 BujLICH-
HSM PYOpHK: BCTYII, METa, Pe3yJIbTaTH, BACHOBKH, KITFOUOBI CII0Ba 5—8 CITiB);

* CIIMCOK JIiTepaTypH MOBOIO OPUTiHATY — Y TOPSAKY 3TayBaHHS B TEKC-
Ti, 32 crangaptom JACTY 8302:2015;

* CITMCOK JIITEpaTypu — MEPeKIIa]] [HKepeN aHTIHChKOI MOBOIO, MPi3BH-
112 Ta iHiliadu aBTOpiB — TpaHCIiTepaLis;

* JiIeH31HHUI TOTOBIp;

* BiJOMOCTi PO aBTOPa/iB yKPaTHCHKOIO Ta aHIMTIHCHKOI0 MOBaMHU TIOBUHHI
mictutu: [116, BueHuit cTymiHb, HAYKOBE 3BaHHS, 110CAa, BIUIUI, MiCIle pOOOTH,
MOIITOBA ajpeca opraHizailii, TenedoH (1 3B’I3Ky pelakTopa), aBTOPChKI ife-
Htudikaropu ORCID a6o ResearcherID, E-mail.

2. Tekct cTarTi MoAarTh 3 000B'I3KOBUMHU PyOpPHKaMH: BCTYII, TOCTAHOB-

Ka 3aBJaHHs/TIPOOJIEMH, MeTa, pe3yIbTaTH, YiTKO c(HOpMYIIbOBaHI BUCHOBKH.



Bumoru 10 TekcTtoBoro gaiay

®opmat ¢aitny * .doc, * .rtf. daiin noBuHeH OyTH MiArOTOBIEHHH 3a J0-
MOMOTH TEKCTOBOTO peaakTopa Microsoft Word.

BukopucroBysani ctumi: mpudt Times New Roman, 12 nt, Mi>kpsakoBuii
inTepBai — 1,5. ®opmar nanepy A4, Bci 6eperu — 2 cwm.

®opmynn HaOMparoTs y penakropax (opmyn Microsoft Equation Editor 3.0.
ta MathType 6.9b. Onuii penakropa Gopmyin — (10,5; 8,5; 7,5; 14; 10). Illnpuna
dopmya — 1o 12 cm.

Pucynku noBuHHI OyTH SKICHIMHE, CTBOPEHI BOYIOBAaHUM PETAKTOPOM PH-
cynkiB Word Picture a6o immmmm Windows-nmogatkamMu (pUCYHKH HAIalOTh
okpemuMu ¢aiinamu Bignosigaux dhopmarie). lllupuna pucynkis — mxo 12 cm.

TabmuIli BUKOHYIOTh CTaHIAPTHUM BOymoBaHUM y Word iHCTpyMeHTapieM

«Tabmuusy. upuaa Tadaumi — 10 12 cm.

Hepenniaty Ha :xxypHaJ (IpyKoBaHa Bepcisi) B YKpaiHi 31iliCHIOIOTH:

- 3a «Karanorom Bumanp YKpaiHu», IHAEKC epearuiaTi ApyKoBaHoi Bepcii — 86598;

-3a JomoMoru nepenmnatHoi areHuii «Ykpindopmuayka» HAH VYkpainwm,

ukrinformnauka@gmail.com, iHaekc xypaany — 10029




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


