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FROM COMMAND CONTROL TO THE AUTONOMY OF MOBILE ROBOTS

Introduction. The urgent needs of the modern technological order and the development of
intelligent information technologies, covering a wide range of scientific areas, have led to the
emergence of new principles for the organization of robot control systems. The main goal of
modern robotics is to minimize direct human involvement in the control loop when the robot
performs tasks in a weakly deterministic non-stationary environment. Historically, robotics
for such operating conditions has progressed from remote command control to autonomous
systems with the possibility of supervision by human. The influence of intelligent control on
increasing the degree of autonomy of service mobile robots is considered. The important
subsystems in the organization of intelligent control systems for autonomous mobile robots
and the objective difficulties of their practical implementation are shown.

The purpose of the paper is to discuss the influence of intelligent control on the level of
autonomous capabilities of robots in dynamic and incompletely defined conditions and the
objective difficulties of creating universal approaches to the implementation of autonomous
service robots control systems.

Results. The ways of increasing the autonomous capabilities of mobile robots are
considered. The role of the supervisory control principle on the way to reducing human
participation in the processes of remote control of service robots is given.
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Conclusions. The use of the proposed structural solutions of the service mobile robot
intelligent control system and the methodology for organizing its activating subsystem made it
possible to significantly increase the autonomous resources of the robot when performing complex
tasks in a weakly deterministic nonstationary environment.

Keywords: autonomous mobile robot, intelligent control system, supervisory control.

INTRODUCTION

A significant part of modern scientific research and practical developments in robotics
is aimed at increasing the autonomous capabilities of mobile robots operating in a
dynamic and not completely defined environment, when traditional approaches to the
theory of automatic control of moving objects lose their effectiveness. The topicality
of the development of new control principles has been discussed about 50 years. In the
same years, the autonomy of the purposeful activity of robots began to be associated
with the development of a new theory of intelligent control [1-5]. In fact, significant
advances in autonomous robotics in a realistic environment have begun to appear
since the early 2000°. The competition on projects Robotics Challenge, initiated by
DARPA (Defense Advanced Research Projects Agency) of US Department of
Defense, provided a significant impetus to this [6].

The last decade has been marked by the emergence of so-called service robots
with a variety of design solutions [7]. These are robots that partially or completely
replace humans when performing certain tasks for defense purposes, in medical care,
education, agriculture, courier services, in the areas of hotel services and catering, for
household assistance etc. While for industrial robots autonomy is necessary only
within the boundaries of their deterministic workspace, strictly associated with a
specific production process, the conditions for the functioning of service mobile robots
are less predictable, the actual goals of current actions are more difficult to determine
and formalize, which introduces fundamental differences in the implementation of
autonomous control systems for such robots.

Original design solutions for mobile platforms and sensor equipment with
microprocessor-based data processing and interpretation, extended use of
artificial intelligence technologies, a variety of functional applications — these
are the general characteristics of service robotics innovations, that are regularly
covered in the media today. However, not all of them have the ability to act
autonomously when performing tasks in a real environment. There are scientific
discussions about various paradigms of intelligent control, knowledge
representation structures and ways to operate with them when the robot
automatically chooses its purposeful actions in one situation or another [8—12].

In an effort to overcome the objective difficulties of creating robotic devices
capable to perform complex tasks in dynamically changing environments with
minimal human participation, the transition from the command principle of robot
actions remote control to the need for only supervision by the user is important [13].
Such transition became possible due to the development of intelligent control systems
and information technologies of imaginative perception and machine intelligence.

The purpose of the paper is to discuss the impact of intelligent control on
the level of robots autonomous capabilities in dynamic and not fully defined
conditions and the objective difficulties of creating universal approaches to the
implementation of control systems of autonomous service robots.
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PROBLEM STATEMENT

Let a mobile robot (MR) as a control object be in some real surroundings, which
we will call the outside robot environment (RE). For each system functioning in
a real environment, both biological and technical, a RE exists in the form of
some model obtained by mapping its properties that this system is able to
perceive. The actual MR equipping with a set of hardware, technological,
algorithmic and software implementations of the perception of the certain
properties of robot environment and its objects and determines the possible types
of interactions of the robot with their surroundings.

The control problems of MR, the surface of motion of which is a horizontal plane,
are considered. Note that this constraint characterizes the real operating environment
for service indoor robots with a wide range of purposes and makes it possible to
significantly simplify the mathematical models of MR motion and RE models.

In the general case, the task of an autonomous MR control system will be

understood as transferring the robot from its current state MR, to a given goal
state MR, without human intervention. Goal states MR, and MR, , i# j
i J

are considered different if they differ by a set of parameters that define them, not
only by their values. A specific task with a goal state MR, will be called a task

Tsk; . Since the MR interacts with RE in one way or another, we will talk about
the current and goal states of pairs <MR,, RE,> and <MR;, RE; >,

respectively. Here RE,, and RE are subsets of the characteristics of the RE

model that are related to the process of performing a specific task by the robot.
Of practical interest is the MR control system (CS) that supports the performing

the set of a certain class tasks 7sk ={Tsk,},i=1,..., N, N >1, and capable of

sequentially selecting and activating tasks from this set, necessary for the robot to
achieve a given goal state of the pair < MR, RE; > without human intervention.

Let us note the features of the autonomous MR control system problem in
the considered formulation:

— the states of RE and MR in the general case are not completely known,
and the state of RE can change regardless of the MR actions;

— the state of a pair < MR, RE > at a point in time ¢ is described by a set

of variables that can be represented by various data structures and types
including with asynchronous changes in their values over time, and only
estimated rather than exact values available for some variables;

— assessment of the current states of the MR and RE should be performed
by the resources of the CS, bringing the values of all necessary variables to a
single system time;

— the goal state of the pair < MR, RE; > can be specified at the abstract-

conceptual level (including verbally) with unknown values of all or part of the
variables determining this state.
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THE PRINCIPLE OF SUPERVISORY CONTROL

Today, service MRs usually have a human-machine interface for their remote
use via wireless networks. Remote control (or telecontrol) of the robot's actions
has developed in two directions — in the form of a command (manual) mode
and a semi-automatic one [14, 15]. The human operator, receiving the necessary
information from the remote CS of MR, in the first case forms the commands for
direct control of the robot executive organs, in the second case — periodically
transfers control to the automatic system that implements a particular available
program of certain MR actions. The operator is responsible for the choice of
permissible and expedient current actions of the MR in both cases.

Due to the incompleteness of the information about the RE available to the
control object, unpredictable changes in the situation over time and various

initial states of the MR when it receives some complex task 7sk; from the user,

a pre-prepared robot action program is not always equally successful in leading
it to the desired goal state < MR , RE; >. The wide variability of the possible

values of the variables of the current mutual states of the pair < MR, RE >

generates an unlimited set of situations in which the robot finds itself when
trying to use the same action program.

In the late 1960°, it was proposed in remote mode use the principle of
supervisory control of robots [16], according to which the operator-supervisor
represents the desired complex robot activity to achieve a certain goal as a sequence
of simpler actions, for which an automatic control program of the robot's actuators
can be prepared and successfully executed. It is customary to talk about shared
control with an external activating subsystem implemented by a human operator. In
fact, the operator decomposes the desired global goal into a sequence of local
subgoals, some of which the MR is able to achieve automatically under the
supervision of the operator with possible his intervention if it is necessary to directly
control the robot in difficult situations [17].

The main motivation for the further development of the supervisory
principle was the reduction of the human role in the robot control processes.
New ideas are focused on the implementation of an intelligent component to the
control system in the form of an internal activating subsystem, responsible for
automatic selection of locally reasonable subgoals, the autonomous achievement
of which should lead the MR to the main goal of the user task. The MR CS
should have its own resources for autonomous achievement by the robot of a
certain set of goal states [15]. In this case, the operator's role is reduced to
formulating the main task for the robot and, if necessary, supervising its
autonomous functioning to avoid abnormal situations.

The principle of supervisory control remains a priority even with a very high
level of autonomous capabilities of the MR control system in cases when the MR
performs tasks in areas of special requirements for minimizing the risk of abnormal
situations, as well as in conditions that significantly affect the ability of obtaining
high-quality information about the operating environment by the on-board robot
means (for example, during radiation pollution, in outer space etc.).
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INTELLIGENT CONTROL SYSTEM

The definition of an intelligent control system (ICS) for dynamic objects is
usually based on enumeration of the expected properties and capabilities of such
a system [9, 11, 12]. In [12] examples of fundamentally different ways of
implementing technical systems, the functionality of which can replace one or
another type of human intellectual activity, are shown. The most promising way
to implement ICS for autonomous multifunctional robots is the presence in their
control systems of structures and information processes similar to some known
forms of brain activity of living beings. Such systems can be implemented by
modeling particular low-level structures similar to brain neurons
(neurocybernetic direction) or by modeling high-level information processes
related to human thinking (direction of knowledge representation and use). Here
the second direction is considered.

The success of MR autonomous operation when some data on the state of the
control object and its environment is incompleteness and insuperable indetermination
depends primarily on the ability of its onboard control system to perceive, analyze and
interpret the environment characteristics that are significant for the robot purposeful
functioning. Such control system must form models (images) of objects and
phenomena, be able to recognize them, and assess robot state and position in the
environment [11]. Each of these abilities is associated with a certain type of cognitive
activity and requires the practical implementation of an independent task of artificial
intelligence with the necessary bringing the relevant methods and software and
hardware solutions to operate in real time. The system relationships of such abilities,
related to machine intelligence, and the synchronization of distributed parallel
information processes in the task of autonomous control of MR actions, related to
machine thinking, are essential.

Traditional automatic control theory considers strongly formalized systems
to perform, as a rule, one specific also well formalized problem. ICS tasks are
weakly formalized even at the level of their formulation [18]. For service MR, a
typical example of a weakly formalized control problem with incomplete
information is the task “Bring object A to object B”, when only the names of
objects A and B are specified, their positions are unknown, and the actual mutual
state of the pair <MR, RE> is unknown too. In a non-stationary environment
there is no guarantee of reliability and consistency of information about the
positions of objects A, B and objects-obstacles, among which the robot will
move to the goal position, and the MR goal position may not be determined
almost until the last moment of movement towards it.

Performing tasks of this type by a robot without human intervention is
associated with the solution of some previously unpredictable sequence of
independent ICS tasks.

Such tasks can be:

— determining the MR position in RE;

— object recognition and the RE model formation in the area of the MR

operation;

— determining the position of goal object A and path of safe motion to it;

— determining the positions of the MR and its gripper suitable for taking

an object etc.
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Due to the possible movements of objects in the MR workspace, not related
to its actions, the alternation of ICS tasks that are relevant at the current time
cannot follow a pre-determined plan. In difficult conditions of information
incompleteness, an intelligent system needs to have an internal mechanism for
choosing a well-formalized task from the class available to it, which is relevant
to the current situation.

The structure of MR ICS assumes a number of software and hardware modules
that implement the basic set of functions necessary for the robot to autonomously
perform a certain set of tasks, depending on the purpose of a particular robot [19]. Due
to the specifics of the functional purpose of these modules, each of them represents a
particular subsystem of the CS (Fig. 1), namely:

— the information subsystem, the purpose of which is the formation of
generalized RE models and MR states in the internal memory structures of the
ICS and their dynamic editing, performing the collection, processing and
interpretation of the current data of various sensory devices of the robot;

— the motion subsystem has the purpose of moving the MR platform and its
actuators to specified positions, performing the appropriate control of the drives
of the robot moving parts;

— the communication subsystem is responsible for the information
interaction of the MR with other external technical systems, as well as with the
user to receive target tasks from him and support the human-machine interface
in the supervisory mode of operation;

— the activating subsystem, interacting with the information subsystem, is
responsible for the reactivity and activity of the CS, reacting to changes in the
RE by determining the current goals, choosing the rules for achieving them, and
activating the corresponding actions of the MR.

The approach to the experimental implementation of the MR ICS adopted
by the authors is based on the ideas of the functional systems theory on the brain
activity of evolved biological organisms [20]. By analogy with this theory,
information feedbacks of the autonomous intelligent control of a technical
system should concentrate active processes of interpreting a certain part of the
current information around identifying local goals of the robot's actions that
bring the MR closer to obtaining a useful result on the user's task. It is the
activating subsystem that supports the robot's ability to self-assess its state in the
environment and make decisions about the necessary purposeful actions [18].

For the software implementation of the methodology of forming the
necessary informational feedbacks the principle of the acceptor of action result
was used [20]. In our case, the ICS constantly generates a model of the expected
informational equivalent of the result of the MR current actions and compares it
with the parameters actually observed by the onboard devices of the robot,
corresponding to the state of the pair <MR, RE>, which allows to timely detect
the need to change the current goal of the autonomous MR action (Fig. 2) [21].

Such approach to the organization of the internal activating subsystem of
the ICS provided the service MR prototype with the ability to autonomously
perform in a partially defined nonstationary environment such tasks as "Come to
object", "Bring object A to object B", "Track object" etc. [22].
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DIFFICULTIES OF PRACTICAL IMPLEMENTATION
OF AUTONOMOUS MOBILE ROBOT INTELLIGENT CONTROL SYSTEM

When the robot performs tasks, different information processes, which are generated
by different functionally necessary subsystems of the ICS in the context of the realized
goal, come into interaction. Each of the subsystems of the MR ICS operates with data
of a different nature. Each type of data objectively has its own representation structures
in CS memory and its own time period for computational processes for their analysis
and interpretation. Such asynchronous processes with heterogeneous data types
require structural matching and time synchronization of the internal processes of the
functioning of the system as a whole [23].

In the software for IMS MR, non-conflict functioning of parallel and
interacting real-time information and computing processes should be
implemented, such as:

— recognition of objects in the current onboard video camera images and
determination of these objects positions relative to the coordinate system of the
robot environment model;

— analysis, interpretation and formation of the models of surrounding
objects according to rangefinder data;

— dynamic generation in the ICS memory and visualization of the models of
spatial scenes as 3D models of the robot and its surrounding objects in the user
interface;

— determination of the current goals of the MR actions, relevant
information feedbacks, target positions and parameters for controlling the safe
MR movement to these positions;

— direct control of MR wheel drives, gripper or other actuators of the robot;

— generation text and/or synthesized voice messages about the current MR
actions in the session log and user interface.

At the same time, for some information processes the data sources are physical
devices for perception the real world characteristics, for others, the corresponding
mathematical or simulation models. Each of the active information processes of the
ICS can face uncertainties of critical state parameters of both the MR itself and its
environment, which generates a very high level of complexity in the design, software
implementation and testing of parallel thread computing. Estimation of a number of
the pair <MR, RE> current state parameters cannot be objectively performed without
errors of the random type.

Now, in the intelligent control theory there are no unified approaches to
practical implementation of the strategic and tactical problems of the
autonomous MR control. The search for principles for determining and
formalizing the current goals of autonomous MR actions, structures for
knowledge representation in the long-term and operation memory of the
technical system, creation of information technologies for the automatic new
knowledge formation and its handling remain extremely relevant for developers
of mobile robots capable of performing complex tasks without human
involvement in poorly defined dynamic environments.
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CONCLUSIONS

The paper shows important functional modules and subsystems of mobile robots
control system and the key role of intelligent control systems in the emergence
of autonomous capabilities of mobile robots to operate successfully in a non-
stationary environment. At the same time, intellectual control, as a scientific
direction, is aimed at a systematic approach to the application of methods and
tasks of artificial intelligence and the development of appropriate information
technologies. However, the practical implementation of MR ICS faces a number
of serious questions to which the intelligent control theory does not have
universal answers today.

First of all, a technical system for efficiency of purposeful actions in non-
deterministic environments must automatically form its own image (or model) of
the functional surrounding and be able to evaluate its state in it (the property of
reflexion). Significant expansion of the MR autonomous working capacity in
non-determined environment requires the development and improvement of
intelligent technologies for interpreting data on objects and phenomena of
different nature, especially weakly structured data with incomplete a priori
knowledge about these objects, phenomena and processes. The ability to classify
situations and make decisions about appropriate MR actions in the current
situation to achieve the main goal is the basis of another intellectual technologies
direction. The development of an autonomous MR intelligent control system as a
whole requires a systemic interconnection of a number of similar technologies.

The approach to the internal activating subsystem organization, as the most
important component of the MR ICS, given in the paper, is successful with significant
simplifications for mathematical models of RE perception and MR motions. In this
case, the MR motion surface is a horizontal plane, the objects surrounding the robot
are considered as solid bodies, which can be approximated with an acceptable error by
a finite number of convex polytops. Such simplifications are acceptable for the so-
called indoor robots, allocated in robotics in a special class, which often includes
unmanned vehicles for driving on the highway.

The weakening of these restrictions, for example, for MR operating the
complex profile rough terrain, surrounded by objects and phenomena of various
nature, is the subject of searching for other ways to organize the ICS. Today
such MRs, which are especially in demand in military applications, have only
limited capabilities to autonomously perform some typical actions under the
supervision of an operator. However, in the military actions conditions,
especially relevant, for example, MR, as ground unmanned vehicles, capable of
delivering cargo to combat positions and help evacuate the wounded under
difficult situations without human intervention.

Society's demand for autonomous mobile robots that can replace a person
when performing difficultly formalizable tasks under conditions of incomplete
information and various types of uncertainties generates a special interest in
searching for new scientific and technological solutions for the organization of
autonomous control systems.
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BIJI KOMAHZIHOT'O KEPYBAHHA /IO ABTOHOMHOCTI MOBUIBHMX POBOTIB

Bcemyn. AxtyanbHi oTpeOH Cy4acHOTO TEXHOJIOTTYHOTO YCTPOIO Ta PO3BHTOK iHTENEKTYATBHUX
iHopMaIiiHIX TEXHOJOrH, SKi OXOILUIIOIOTh LIMPOKUIA CIIEKTp HAYKOBUX HAINpPSMIB, CHPUSIIH
MOSIBI HOBMX MPHUHIMITIB OpraHiaiii CHCTeM KepyBaHHs poOoTamu. OCHOBHA MeTa CydyacHOL
poOOTOTEXHIKM — MiHIMi3allig Oe3nocepeHbol y4acTi TIOAUHU B KOHTYPl KepyBaHHS IIi 4ac
BHUKOHAHHSI POOOTOM 3aBJIaHb B YMOBaX CJ1a00 JETEPMIHOBAHOTO HECTAI[IOHAPHOTO CEPEIOBHIIIA.
Ictopuuno poboToTexHika I TakMX YMOB (DYHKIIOHYBaHHS IIPOXOAUTh IULIX Bif
JWCTaHIITHOrO KOMaH/IHOTO KEepYBaHHS /10 aBTOHOMHHUX CHUCTEM 3 MOJIMBICTIO CYIIEPBI30PHOr0
KOHTPOJTIO JIFOANHOO. PO3IIISIHYTO BIUIMB IHTENEKTYaJIbHOTO KEPYBAHHS Ha ITiBUILCHHS CTYIICH
aBTOHOMHOCTI MOOIUTBHHX pPOOOTIB cepBiCHOrO THIy. IIOKa3aHO BaXIMBI IMIJCUCTEMH B
opramizalii iHTENEKTyalbHUX CHCTE€M KEpyBaHHS aBTOHOMHHMMH MOOUIBHHMMM pOOOTaMU Ta
00'€KTHBHI CKIT/IHOIIII iX MPAKTUYHOT peatisarlii.

Memorw cmammi € OOTOBOPCHHsS BIUIMBY IHTEJICKTYaJbHOrO KCpyBaHHS Ha piBEHb
aBTOHOMHHUX MOXITUBOCTEH POOOTIB y TUHAMIYHUX Ta HE TIOBHICTIO BU3HAYEHUX YMOBax Ta
00'€eKTUBHUX TPYJHOLIIB CTBOPEHHS YHIBEpCAlNbHUX MiAXOHIB [0 peanizauii cucteMm
KepyBaHHs aBTOHOMHUMH CEPBICHMMHU pOOOTaMH.

Pesynomamu. Po3rissHyTO IUISXH HiIBUIICHHS aBTOHOMHHUX MOXKJIMBOCTEH MOOLTBHHX
poboTtiB. HaBeneHo poib NPUHIUITY CYIEPBI3OPHOTO KepyBaHHA Ha IUIAXY JO 3HIDKCHHS
Y4acTi JFOIMHY Y TpoIecax JUCTAHIIHHOTO KepyBaHHS CEPBICHUMH pOOOTaMH.

Bucnoeéxu. BUKOpPHCTaHHS 3alpONOHOBAHHX CTPYKTYpPHUX PIIICHb IHTEIEKTyalbHOI
CHUCTEMH KEpyBaHHsS MOOIIBHUM POOOTOM CEpPBICHOTO THUITy Ta METOJIUKH OpraHizaiii Horo
MiJICUCTEMH aKTUBALi Jajdy 3MOry CYTTE€BO MiJABHIIMTH aBTOHOMHI pecypcu poOoTa st
BHKOHAHHS CKJIQJIHUX 3aBAaHb Yy clla00 IETepPMiHOBAHOMY HECTAlLlIOHAPHOMY CEPE/IOBHIIII.

Knrwuosi cnosa: asmonomuuii MoOibHuil pobom, IHMeNeKmyaibha CUCmeMda KepyeauHsl,
CynepeizopHuti KOHMpOb.
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