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HORIZON LENGTH TUNING FOR MODEL PREDICTIVE CONTROL
IN LINEAR MULTI INPUT MULTI VARIABLE SYSTEMS

Introduction. There is wide range of systems describable as linear Multi Input Multi Vari-
able systems evolving in discrete time. This mathematical model is often used in engineering,
but it can also be applied in many other fields. The problem of stabilization of this kind of
system frequently arises. In this paper we consider the Model Predictive Control approach to
this problem. Its main principle is to generate control signals by optimizing consequent sys-
tem's future dynamics on limited prediction horizon. While it demonstrates some good re-
sults, in practice we are always limited in terms of computational resources. Thus, we can
optimize outcomes of our future control sequence only for limited horizon lengths. That is
why it is valuable to understand how this limit affects control quality.

The purpose of the paper is to propose a way to appraise drawbacks of limiting of the predic-
tion horizon to certain length for a particular system, so that we can make informed choice of such
limit and therefore choose controller's microprocessor with sufficient computing power.

Methods. Several indexes which characterize the stabilization process are defined. Their
heatmaps built against system’s initial state are used as a convenient visualization of how system's
stabilization dynamics changes depending on its initial state and of drawbacks induced by prediction
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horizon length limiting. Such heatmaps were built for several prominent example systems with differ-
ent structures by performing corresponding series of computational experiments.

Results. Drawbacks of prediction horizon length limiting vary from severe to completely
nonexistent depending on the system's structure and representation. These drawbacks relax
with increase of this limit.

Conclusions. The stabilization dynamics depends largely on the system's structure.
Therefore, it is advised to take it into account and build heatmaps of aforementioned indexes
to decide on prediction horizon length limit. A good system's representation can improve
stabilization time with limited prediction horizon length.

Keywords: MPC, MIMV, heatmap, control synthesis, discrete controllable system, linear system,
moving horizon, stabilization.

INTRODUCTION

The object of this study is the Model Predictive Control (MPC) based control
process. The aim of the considered control process is to stabilize a system, e. g.
for a system with non-zero state vector x at initial point of time to bring its state
to zero with specially crafted sequence of control signals. In this paper we are
working with discrete-time linear Multi Input Multi Variable (MIMV) systems
with constrained input values, which can be described as

xk+1=Axk+Buk‘k EZ, (1)

]l Sthnaw k€Z, jel.r )

where x is the system's state at a particular point of time represented as
n-dimensional real-valued vector, u is the control applied to the system at a
particular point of time, £ is a sequential number of a related point of time, j is
an index of a particular element of the control vector u, un. is a positive value
representing constraint on control signal values, A4 and B are real-valued matri-
ces of corresponding dimensions.

The aforementioned formalization is applicable to wide variety of systems.
First of all, the system dynamics equation (1) can be obtained as a result of dis-
cretization of a model of a continuous-time system by transforming its differen-
tial equation into a difference equation with certain sampling rate. This trans-
formation is indispensable if we want to control such system with digital con-
troller, which perceives continuously changing values through analog-to-digital
converters. Usage of programmable controllers is essential in various fields
where we need precise online control, i. e. for operating industrial plants or vari-
ous mechanisms and engines.

There are also applications outside of traditional engineering scope. Various
naturally-formed (e. g. not engineered by someone) complex systems can be rep-
resented in form of weighted digraphs, as discussed in subsection 4.3 of [1]. We
can also think of them as of cognitive maps. The pulse process model described
further in subsection 4.4 of [1] allows us to model dynamics of such systems. Co-
incidentally, dynamics of the so-called pulses (differences between current system
state vector and previous) can also be described with equation (1). This gives us
opportunity to control them in the same way as ordinary linear systems, as it is
proposed in [2-3].
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It is a common problem to stabilize the system by influencing it with control sig-
nals. In this context "to stabilize" means to make system's state x equal (or at least
nearly equal) to zero at some point of time. This problem was thoroughly studied
within the framework of the control theory. For textbook description of the control
theory approach to this problem see, for example, [4-5]. But this conventional ap-
proach also have its drawbacks. One of them is that in real-life (not simulated) systems
there is always a constraint on control signal values in one form or another, which
can't be directly taken into account with the control theory. The other drawback is that
control loops produced this way require fine-tuning to ensure its stability and satisfy
other requirements at the same time, such as high response speed and satisfaction of
the aforementioned control signal constraints.

To mitigate this and some other drawbacks the MPC approach to this problem
was introduced in [6]. The MPC-based feedback loop is organized similarly to ones
employed in the control theory. The main difference is that control signals are calcu-
lated not by multiplying the current system's state (or its estimation) by a matrix, as
in the control theory, but by solving a mathematical optimization problem. The solu-
tion of this optimization problem is a sequence of future control signals, which
would result in the best predicted future system's states in terms of employed objec-
tive function. This leads to another significant difference: this way we generate a
whole sequence of control signals instead of just one next control signal. Thus, there
are many possible ways to employ generated control sequences. For example, we
can apply the whole control sequence as is, or just use the first control signal value
from each generated control sequence. Different optimization problem variants,
approaches to their solving and ways to integrate their solutions into the control loop
were proposed in [6—7].

PROBLEM STATEMENT

While showing some promising results [6—7], this approach requires significant com-
putational resources, especially in comparison with control theory based controllers.
Moreover, the required computational resources rapidly grow with prediction horizon
length increase. Considering the fact, that there is no such thing as infinite computa-
tional resources, the prediction horizon we can implement consequentially becomes
limited by hardware we use for computations and by system's sampling rate (which
enforces hard limit on time we have to compute next control signal value).

As actual prediction horizon length required to produce ideal (in terms of stabili-
zation time) control sequence differs from one situation to another, it is valuable to
understand what actual drawbacks to expect from its limiting. This would give us the
required information to make informed choice of such limit and therefore to choose
controller's microprocessor with sufficient computing power.

The purpose of this paper is to propose a way to represent drawbacks of predic-
tion horizon limiting in a meaningful and understandable way. Since the stabilization
dynamics is essentially different for systems with different structure, it is required to
perform such investigation for any particular system we are considering. In other
words, in general case we can only say that the bigger horizon length limit, the better.
So, in this paper we propose a way to appraise this drawbacks for a particular system
and analyze some example systems to explore the impact of system's structure.
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The proposed method is essentially series of system stabilization computa-
tional experiments and a way to visualize their results. So, the rest of the paper is
organized as follows. The Experiment Design section describes exactly what,
how and for what purpose are we doing in the computational experiments. The
Experiment Results section shows some examples of application of the proposed
method to perform the discussed analysis for some example systems with essen-
tially different structures. In the Analysis of Results section we discuss our find-
ings derived from the experiment results. Lastly, the Conclusions section pro-
vide a brief summary of obtained results.

EXPERIMENT DESIGN

Our goal here is to evaluate effects of horizon length limiting alone, in isolation
from other additional factors, which can influence the quality of control process
for a given horizon length limit. That is why we implement the most basic feed-
back loop scheme and consider the system being deterministic, even though in
most real-world cases systems suffer from random perturbations.

Assumptions about the system. We consider matrices 4 and B having full
ranks, because otherwise there is a roughly equivalent representation of the sys-
tem with full-ranked matrices and reduced dimensions.

For the same reason we also consider that 7<n, 1. e. that number of control
vector's dimensions is not greater than number system state vector dimensions.

As it was already mentioned, the system is deterministic, i. e. there are no
noises affecting the system.

Structure of matrix 4. The linear system representation (1-2) is not invariant,
since for every invertible linear transformation of the state space we have correspond-
ing alternative representation in the same form, but with different matrices 4 and B.
In most examples in the Experiment Results section we construct 4 matrices for sub-
ject systems in our computation experiments using real-valued modification of Jordan
normal form (with rotation, rotation-shrinking or rotation-expanding block corre-
sponding to complex eigenvalues) to be sure to examine most distinct variants of
stabilization dynamics. But even though linear transformations of state-space do
not affect stabilization process if the prediction horizon length is not limited, it
may have its impact otherwise. Thus, we also added an example described in
non-canonical form for comparison.

Heatmap experiment result representation. It is obvious, that for given
system and controller the system's future depends on its initial state. For deter-
ministic systems it is fully determined by its initial state. Thus, if there are some
significant numeric characteristics (indicators) of the system's dynamics, it is
valuable to plot them against system's initial state.

Of course, the system's state vector x may have many dimensions, but it is not
very meaningful to try to analyze a heatmap built for more than two dimensions
manually. It may be possible to do with machine learning techniques, but we will not
touch this topic in this paper. Thus, we propose to plot heatmaps of indicators for ini-
tial system states residing on a certain 2-dimensional (hyper-) plane.
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As it is obvious that the system model's equation (1) and control synthesis algo-
rithm we use does not have any fractal properties, it is enough to calculate the indica-
tors we consider (by performing corresponding computational experiments) only for a
finite subset of possible initial states uniformly distributed on a (hyper-)plane patch we
build heatmap for. This way if we have two direction vectors e; and e,, and a grid step

g € (0,+0], then the grid will consist of points g (ie; + jey), i, j € Z.

The last significant thing about the heatmap structure which should be men-
tioned is that all heatmaps we build here demonstrate point symmetry with its
center in zero. It is due to properties of the considered system structure (1—2).
That is why we plot heatmaps only for a half-plane to reduce computation time
required to produce such plot and to fit them on page.

Control synthesis. We compute series of controls as a solution for an opti-
mization problem

min ke (ot tt tgestgesr )| 3)
Upo U1+ o Upg1

|uk[j]|Sumax, iel.s—-1, jel.r (4)

where s is the prediction horizon length. This is a convex quadratic program, which
we solve with the CVXOPT coneqp solver [8]. We apply computed control vector
sequences as is, without correcting them at each next point of time, which would be
natural if we were working with non-deterministic systems, i. e. when there are ran-
dom noises affecting the system. Such intermediate control sequence corrections
would require more sophisticated optimization problem and/or structure of the feed-
back loop. Obviously, the combination of the optimization problem and the way its
solutions are used for control is not the most optimal, but the most simplistic one. It is
because one of our aims is to demonstrate a way to benchmark such combination in
general. The analysis of this basic combination should also give some valuable in-
sights which hopefully will help in development of better ones in future.

Indicators and corresponding control strategies (controllers). As we said, we
will plot heatmaps for different indicators representing significant information about
system's properties regarding the stabilization process. And to calculate them we need
to simulate stabilization process with different control strategies.

Stabilization time with unlimited horizon length. Our goal is to explore negative
effects of prediction horizon length limiting, so firstly we need to determine what
actually happens if the horizon length is unlimited to have a basis to compare with. So,
for each considered initial state xo we sequentially try to solve the problem (3—4) for
s =1, s =2 and so on, until the corresponding optimal final state x,(xo, uo, ..., Us1) 1S
zero. This way we obtain the first index we will plot: minimal number of iterations
needed to stabilize the system with corresponding initial state.

Of course, this is just a simplification. In practice, all computations are per-
formed with floating point numbers, which by itself causes numerical errors and
thus introduces otherwise negligible perturbations, which nevertheless make
obtaining a state vector exactly equal to zero highly improbable. In addition, the
CVXOPT solver computes a numeric estimation of problem's solution, rather
than its precise value. That is why we follow a common practice to check if the
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final state vector x,(x,, uy, ..., Us;) resides in a certain small e-neighborhood of
zero instead of checking for strict equality.

The other peculiarity we must address here is that if the system is unstable,
i. e. p(4) > 1, then for such system there are initial states, for which stabilizing
control does not exist. And, obviously, the aforementioned optimal control syn-
thesis procedure will never meet its stop condition for such initial states. In addi-
tion, the solver faces computational difficulties when we try to find a solution of
the problem (3—4) for really huge values of s. Thereby, we stop the procedure
when the next horizon length s exceeds a certain huge value huge_s.

We will call the simulated model controller implementing aforementioned
principles "the ascending controller" for short.

Stabilization time with limited horizon length. The next index we will plot as a
heatmap is stabilization time obtainable with a controller, whose solver is unable (or
prohibited) to solve problems with s higher than certain value s,,,.. We will call cor-
responding simulated model controller "the descending controller". This controller
will generate control sequences of limited length and apply them to the simulated
system as is in loop, until the e-neighborhood of zero is reached.

It initially will try to solve the problem (3—4) for maximum allowed horizon length
Smax- But if the controller will just apply generated control sequences as is, the stabiliza-
tion time that we would measure would be a multiple of s,,x. The value measured in
this way would often overestimate the required stabilization time, because the last gen-
erated control sequence (which finally leads the system to the aimed e-neighborhood of
zero) could have been shorter. So, in this situation the descending controller will check
if the next generated control sequence would finally stabilize the system. If it is the
case, the controller will try to solve the problem (3—4) for § = Spux - 1,5 = Simax - 2 and so
on until corresponding xy + {(Xi, U, Ug+ 1, --., U +5.) Will fall out of the e-neighborhood of
zero, or until s = 1 inclusive. Hence the name of this controller: the descending control-
ler. The shortest stabilizing sequence will be applied to the system. This way we will
obtain more adequate measurement of required stabilization time.

Stabilization time loss for limited horizon length. To compare the stabiliza-
tion time measured with the descending and ascending controllers, we will cal-
culate their difference, which is another index we will plot heatmap for. It is
expected that this difference will be nonnegative.

There are three implicit values which originate from the fact that this is a compu-
tational experiment and which affect this experiment's outcome. The first one was
already mentioned. It is the radius of the zero's neighborhood we compare system's
state x with: €. The other two are related to the CVXOPT solver, namely reltol and
abstol, which control relative and absolute accuracy of results returned by the
solver. These three values need to be finely tuned to obtain meaningful results. Too
small € or too big reltol and/or abstol leads to overestimation of minimal stabi-
lization time (measured for ascending controller). Too big € leads to its underestima-
tion. Too small reltol orabstol leads to computational difficulties in the solver.

Such overestimation becomes apparent if we see negative values on the stabiliza-
tion time loss heatmap. This gives us required information to manually tune these
implicit variables.

Distance loss for limited horizon length. There is one more index we meas-
ure. It has less obvious construction. It measures minimum distance from zero
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achievable by a controller with solver with limited horizon length at the point of
time, when the same system with the same initial state would have been stabi-
lized by the ascending controller.

To measure this index we use another specific emulated controller. Let us call it
"the distance controller". As in the descending controller, this controller will generate
control sequences of limited length. The main difference is that it does not check
whether the generated control sequence would stabilize the system (i. e. would lead
the system's state to the e-neighborhood of zero). Instead it calculates and applies
control sequences of maximum allowed length until it can do so without exceeding
number of system's iterations sq(xo) needed by the ascending controller to stabilize the
same system from the same initial state. When such situation eventually occurs
at certain point of time k, it solves the problem (3—4) for horizon length
5 = Sopi(X0) — k < smax and applies generated control sequence to the system. This way
this controller executes the same number of iterations, as it was done by the ascending
controller for the same system with the same initial state x,.

In the beginning the distance controller has the same behavior as the
descending one, e. g. they both generate control sequences for horizon length
S = Smax» SO We reuse them to reduce computation time.

EXPERIMENT RESULTS

In this section indicator heatmaps we built for systems of various structures will be
shown, and how their structure affects stabilization process will be discussed. As it can
be seen from the Experiment Design section, the computational experiment get a
number of input variables, which can be divided into four groups.

The first group describes the system itself: the 4 and B matrices. The spectral ra-
dius of 4, which is denoted as p(4), is also shown in tables next to them, because its
value determines, whether the system is stable or not. The second group is constraints on
control values and horizon length, denoted as tx and ;.. The third group consists of
plotting parameters, namely the direction vectors e; and e, of the heatmap grid and its
grid step g. On heatmap plots ¢, and e, correspond to the horizontal and vertical axes.
The last group consists of some experiment parameters concerning caveats of numeric
computations: €, reltol, abstol and huge s. All following computational ex-
periments were performed with e = 1E-6, reltol = 1E-12, abstol = 1E-10.

Stable systems. In this subsection results obtained for stable systems, e. g.
whose matrix 4 have spectral radius p(A4) less than 1, will be presented. In this
case systems can stabilize themselves even without any control, so the purpose
of the controller is to make the system stabilize faster.

Stable system with real-valued eigenvalues. Let us begin with the most ob-
vious case demonstrated on Fig. 1. As can be seen from the sysem's structure on
Table 1, dimensions of the state space do not influence each other and can be
controlled separately. So, on the heatmaps of stabilization time the maximum of
required times for both dimensions can be seen. The border on which the stabili-
zation times of each dimension are equal can also be seen on the plots. In this
particular case this lines are straight and form 45° and 135° angles with absciss.
This is because the self-stabilization speeds (defined by eigenvalues of the ma-
trix A) and control impact magnitudes (defined by coefficients of the matrix B)
are equal for both dimensions. In other case this border would be curvilinear.
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It is also worth to notice, that the time loss in this case is always nonexistent
(equal to 0) and therefore the distance loss is always smaller than «.

The horizon length limit smax Was set to 1, so, considering such good results
it would be a waste to use bigger horizon length limit for such a trivial case.

Rotation-shrinking stable system. On heatmaps on Fig. 2 built for a stable system
with complex-valued eigenvalues we can see the same results as for the one with real-
valued eigenvalues. The only difference is the peculiar shape of them. The used
A matrix represents combination of the following two operations: rotation by 45°
counterclockwise and shrinking by a constant. If we use rotation by a degree, which is
not a divisor of 360°, then the heatmap shape will become circular, rather than edged.
We suppose that this edgedness is a consequence of the shape of the set of allowed
control signals defined in (2).

As in the previous example, the system's structure and some other variables
are presented on Table 2.

Distance loss
for limited horizon length

Stabilization time
with unlimited horizon length

90 10,
75 0,
100 - 60 1004 | 10
45 10
- 30 10°'¢
15 10718
0 - 0 0 T T T
-100 0 100 =100 0 100
Stabilization time loss Stabilization time
for limited horizon length with limited horizon length
90 90
75 75
100 60 100 60
45 45

—-100

0

100

30
15

—-100

0 0_"_-_,7 0

0

Fig. 1. Index heatmaps for a stable system with real eigenvalues

30
15

100

Table 1. Computational experiment input values corresponding to heatmaps on Fig. 1

Variable ‘ Value Variable ‘ Value
System Plotting parameters
099 0
A el 0
0 0.99 1
1 0
B ( J e [1 ]
01 0
p(A4) 0.99 grid step (g) 1.0
Constraints
Umax ‘ 1.0 ‘ Smax ‘ 1
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Stabilization time Distance loss
with unlimited horizon length for limited horizon length

1.0
0.8
0.6
0.4
0.2
0.0

—20 0 20 —20 0 20
Stabilization time loss Stabilization time
for limited horizon length with limited horizon length

—20 0 20

Fig. 2. Index heatmaps for a rotation-shrinking stable system

Table 2. Computational experiment input values corresponding to heatmaps on Fig. 2

Variable ‘ Value Variable ‘ Value
System Plotting parameters

4 0.7036 —0.7036 0
0.7036 0.7036 ¢ 1

B 1 0 1
01 @ 0

p(A4) ~0.995 grid step (g) 1.0

Constraints
Umax 1.0 Smax 1

Uncontrollable stable linear system. It is also interesting to see what hap-
pens if we can't control two different components of the state space separately.
If these components correspond to two different real-valued eigenvalues, as in
the system defined in Table 3, it is obvious that the system becomes uncontrol-
lable. Nevertheless, on Fig. 3 we can see, that if the uncontrollable system is
stable, then trying to control such system is not completely useless, because
depending the initial state we still can make the stabilization process a bit faster.
And for some particular initial states, whose set depends on structure of the ma-
trix B, we can make it stabilize significantly faster. But we had to use a system
with significantly smaller p(4) for this example to make stabilization time small
enough to be able to compute it in reasonable time.
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Stabilization time
with unlimited horizon length

40 4

20

0 T f T
-25 0 25
Stabilization time loss
for limited horizon length

—25 0 25

NLnco— A

OLIANO———=NIN

NDNCoO—

SLIANO——— Db

Distance loss
for limited horizon length o,

40 1.0
0.8
0.6
20 0.4
0.2
0 T 0.0
-25 0 25
Stabilization time
with limited horizon length
40 7 24
21
18
15
20 + 12
9
6
3
0 T T T 0

—25 0 25

Fig. 3. Index heatmaps for uncontrollable stable linear system

Table 3. Computational experiment input values corresponding to heatmaps on Fig. 3

Variable ‘ Value Variable ‘ Value

System Plotting parameters
4 05 0 0
0 05 “ 1
B 1 0 1
01 @ 0

p(A4) 0.5 grid step (g) 0.25

Constraints

Umax 1.0 Smax 1

As in the previous examples, here the control with prediction horizon length equal

to 1 has no drawbacks in comparison with control with unlimited horizon length.

Rotation-shrinking stable system with intertwined control. Significantly different
picture can be seen if wecan influence only one component of the state space
among the two corresponding to the Jordan matrix cell for complex-valued pair
of eigenvalues, as in Fig. 4, Table 4 and Fig. 5, Table 5. When we limit horizon
length, the control synthesis algorithm becomes greedy by its nature,
consequences of which can be clearly seen on the stabilization time and distance

loss plots on Fig. 4 and Fig. 5.
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Stabilization time Distance loss
with unlimited horizon length for limited horizon length
40 120 1.0
F ‘ 105 0.8
90 :
2(5) 0.6
20 45 0.4
30
15 0.2
0 0 0.0
-25 0 25 -25 0 25
Stabilization time loss Stabilization time
for limited horizon length with limited horizon length
_ > 40 _ 120
40 7/ N 35 40 105
: —_— 1l F 30 — 90
= i G
207 — 15 45
) - 10 30
o 5 15
0 T T T 0 0
-25 0 25 -25 0 25

Fig. 4. Index heatmaps for rotation-shrinking stable system with intertwined control
and smax = 1

Table 4. Computational experiment input values corresponding to heatmaps on
Fig. 4 and Fig. 6

Variable ‘ Value Variable ‘ Value
System Plotting parameters
0.7036 -0.7036 0
A el

0.7036 0.7036 1
B 1 0 1
01 @ 0

p(A) ~0.995 grid step (g) 0.25

Constraints

Umax 1.0 Smax 1

In this example matrix B does not allow to influence both components. This
makes it similar to the previous example on Fig. 3, Table 3, where matrix B does
not allow to control both components separately, because in both cases we can
"push" the system only along one single direction, which intertwines control of
two different state-space components. While it is so, the A4 is effectively a rota-
tion-shrinking matrix. That is why influences on one of the components conse-
quentially influence dynamics of both of them. In other words, the system does
not become uncontrollable, like in the previous example. Instead, this peculiarity
lets the greediness of the algorithm manifest.
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Stabilization time Distance loss
with unlimited horizon length for limited horizon length

1.0
' ‘ 0.8
0.6

0.4
0.2
0.0

—25 0 25 -25 0 25
Stabilization time loss Stabilization time
for limited horizon length with limited horizon length

120
, 4 ' ‘ 129
90

-25 0 25

Fig. 5. Index heatmaps for rotation-shrinking stable system with intertwined control
and Smax=2

Table 5. Computational experiment input values corresponding to heatmaps on Fig. 5

Variable ‘ Value Variable ‘ Value

System Plotting parameters

[0.7036 —0.7036] [O]

A el

0.7036 0.7036 1
B ! e !
0 0

p(A) ~0.995 grid step (g) 0.25

Constraints

e 1.0 St | 2

Even though there are visible losses from horizon length limiting, it is clear-
ly seen that they are limited and do not worsen indefinitely for initial states fur-
ther from zero, as we can see on Fig. 4 and Fig. 5. In addition, the time loss im-
proves greatly when we increase horizon length limit from 1 to 2: its maximum
drops from 39 to 2. At the same time, the distance loss does not improve with
horizon length increase. We also tested other horizon lengths up to 8, but both
loss indices did not improve further.

It is also interesting, that if we expand this heatmaps to another half-plane,
we will see that both loss heatmaps have a shape of double spiral, which we can
see on Fig. 6.

Rotation-shrinking stable system in sheared space. Until now we have seen
systems with canonical blocks used as matrix 4. But, as it was already
mentioned, the controller becomes greedy when the prediction horizon is
limited. Thus, linear transformation of the state-space in form (5-6) can distract
it into choosing not the best intermediate aims.
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X'y =Px, k € Z Q)

X'p41 = PAP™!

x'y +PBuy, k € Z (6)

To demonstrate this effect we transformed the state-space for the system de-
scribed in Table 2 with shearing matrix (7) and repeated the experiment. Full
specification of it, as always, can be seen in Table 6.

r~[o 1) o

As we can see on Fig. 7, after this transformation the duration loss is not
limited, but instead it grows along certain directions, unlike what we see in the
example on Fig. 2, Table 2.

Stable system with one real-valued eigenvalue and two generalized eigenvectors.
The most interesting results we have when the matrix A is defective, as in example on
Fig. 8, Table 7. On the heatmap for stabilization time with unlimited horizon length we
can clearly see that initial positive values of the component corresponding to e; (which
is the ordinary eigenvector of the matrix 4) compensate for initial negative values of
the other component corresponding to e (which is the generalized eigenvector of rank
2 of the matrix 4). Considering that the heatmaps are point-symmetric, we can also say,
that negative values of the former also compensate for positive values of the latter.

40 [T
307 " A Fas
04 L 30
10 1 = 25
0 % 20
-10 - 15
=20 . A 10
04 s
-40 o

T T
—40 =30 -20 -10 0 10 20 30 40

Fig. 6. Stabilization time loss for rotation-shrinking stable system with inter-
twined control and smax =1, both half-planes
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Stabilization time
with unlimited horizon length

—20 0

20

Stabilization time loss
for limited horizon length

Fig. 7. Index heatmaps for rotation-shrinking stable system in sheared space

20

-20

Distance loss
for limited horizon length

0 20

Stabilization time
with limited horizon length

0 20

Table 6. Computational experiment input values corresponding to heatmaps on Fig. 7
Variable Value Variable Value
System Plotting parameters
2.1108 -3.5180 0
A el
0.7036 —-0.7036 1
1 2 1
B e
[o 1 j (OJ
p(A) ~0.9950 grid step (2) 1.0
Constraints
Umax 1.0 ‘ Smax ‘ 1

Other significant difference is that, unlike in previous examples, the greediness of
the algorithm for limited horizon lengths has significant impact, even though we can
directly influence both components of the state-space. Even more, the losses are not
limited - they increase indefinitely the further the initial state is from certain "free-fall
trajectory”, which is clearly visible on the corresponding heatmap, and along which
the time loss is zero. Also, the stabilization time (either with or without horizon length

limiting) grows the slowest along the same trajectory.
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Stabilization time Distance loss
with unlimited horizon length for limited horizon length
20 140 29
120 150
100 125
0 80 100
60 75
_ 40 50
20 20 25
0 I T 1 0
0 50 100 0 50 100
Stabilization time loss Stabilization time
for limited horizon length with limited horizon length
140 140
120 120
100 100
80 0 80
60 60
40 40
20 20 20
I T 0 I T 1 0
0 50 100 0 50 100

Fig. 8. Index heatmaps for stable system with defective matrix 4

Table 7. Computational experiment input values corresponding to heatmaps on Fig. 8

Variable ‘ Value Variable ‘ Value

System Plotting parameters

! {8.99 :).99J “ C)j
: 3 - b

p(A) 0.99 grid step (g) 0.25

Constraints

toman 1.0 Sman | 1

This heatmaps are built for s,,.« = 1, but the dynamics looks the same for its
bigger values, even though the losses' growth becomes somewhat slower.

It is important to note, that in this example we can influence both compo-
nents of the state-space separately, but this does not help much, like in some
previous examples, even though the system is controllable.

Unstable systems. In this subsection unstable systems, e. g. whose matrix A4
has spectral radius p(4) bigger than 1, will be discussed. In this case systems can
not stabilize themselves.

Moreover, if they are left by themselves without any control, the slightest dis-
turbance can make initially equal to zero system's state trend to infinity. This makes
stabilizing control even more important for unstable systems, than for stable ones.

It is well-known, that if the control resources are limited (for example, as in (2)),
then for an unstable system there are initial states, for which this system can not be
stabilized, e. g. the stabilizing control sequence does not exist. Thus, it is expected that a
certain border surface in state-space exist, inside of which stabilization is still possible,
while outside of which it is not. These our expectations were corroborated with our
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Stabilization time
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for limited horizon length
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Stabilization time loss Stabilization time
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_ 2 o 2
-10 - - 0 -10 - 0

0

Fig. 9. Index heatmaps for unstable system with defective matrix A
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Table 8. Computational experiment input values corresponding to heatmaps on Fig. 9

Variable ‘ Value Variable Value

System Plotting parameters
4 1.1 1 1
0 1l “ 0
B 1 0
0 @ 1

p(A4) 1.05 grid step (g) 0.25

Constraints

Umax 1.0 Smax 1

experiment results. The unstable systems demonstrate the same dynamics as equivalent
stable ones, except the aforementioned border that can be clearly seen on plots.

When we talk about the border surface, it is natural to imagine it being bounded
when projected on those state-space components, which correspond to unstable Jordan
matrix's cells. According to results of our computational experiments, this intuition is
indeed true, but only for systems with non-defective matrix 4. If this matrix is defec-
tive, then the "free-fall trajectory" similar to ones for stable systems with defective
matrix A also exist. But, unlike in stable system, it does not continue indefinitely,
which can be clearly seen on Fig. 9, Table 8.

It is also worth noticing that the stabilization time with unlimited horizon
length near the boundary starts to increase so abruptly, that with the chosen grid
step this growth was captured only by some of its cells near the border, even
though not reaching the huge s, which in this particular case was set to 130.
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ANALYSIS OF RESULTS

As there is inexhaustible variety of possible linear discrete-time systems which
can be defined in form (1-2), we limited the examples shown in the Experiment
Result section to those displaying some prominent characteristics of the stabili-
zation process. And now let us discuss our findings.

One of expected and rather obvious effects which was confirmed in this re-
search is that stabilization time improves with increase of the prediction horizon
limit if the objective function optimizes distance of the future system's state at
the end of the horizon, as it was described in (3). The question was in what cases
and to what degree it can be limited without significant losses, and how can the
controller be modified to alleviate this losses.

As it was demonstrated in the examples from the Experiment Results section,
for some systems losses do not grow indefinitely for initial states further from zero.
In these cases a certain rather small horizon length limit can be safely assigned. At
the same time, there are examples where this is not the case, and thus we need to
consider the area in which initial states of the system are likely to occur. The most
noticeable among them are the examples with defective matrix A4 .

A valuable finding upon which we have stumbled is that a particular sys-
tem's representation (among equivalent ones) has significant impact on effi-
ciency of generated controls under limited prediction horizon. This leads us
to a conclusion, that we should transform the system's representation (1)
in some way, as it was described in equations (5-6), to get the most efficient
controller and to minimize required computational resources at the same time.

As it was demonstrated in our experiments, in some trivial cases the predic-
tion horizon can be limited to impressive one or two steps. Thus, it is tempting
to just transform the matrix A into the real-valued modification of the Jordan
normal form and transform matrix B accordingly. But the shape of possible con-
troller's impacts on the system's state (the Bu, part in (1)), which originates from
values of matrix B and constraints (2), may (and in many cases — will) make it
more optimal to sacrifice stabilization speed of some state's components to
speed-up it for others in long term. So, even in this simplified representation the
controller with limited prediction horizon may not catch the most fast stabiliza-
tion trajectory. That is why it is still not obvious which transformation of the
state-space would be the most efficient for a particular system.

For the same reason we can't neglect the structure of matrix B and decom-
pose the system into independent subsystems by transforming matrix 4 into
block-diagonal form and using each block as a subsystem's matrix 4 — this way
we would reduce the aforementioned set of possible controller's impacts on the
system's state, and thus we would not be able to use its full potential.

The other possible approach is to construct a different objective function, which
does not blindly optimize the distance of predicted future system's state at some point
of time. It leads us to a question, what the most efficient objective function looks like.

In this research we obtained an instrument to see the very limits of possible
improvement of time required for stabilization process. Even though the most
simplistic variant of controller was used, it still produces the most optimal stabi-
lizing control sequence possible if we setthe prediction horizon to appropriate
length and have required computational resources to compute it. It gave us an
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opportunity to see how exactly the minimum possible stabilization time change
depending on initial system's state. It is valuable to see the limits of what is pos-
sible so that we will not waste time trying to do the impossible. It also gave us
valuable hints about how to improve stabilization time while not allocating ri-
diculously big amount of computational resources.

From our observations in the Experiment Results section it becomes obvious,
that the most efficient objective function is the one which optimizes the time which
will be required to stabilize the system from next intermediate state. And this time is
actually plotted on the "Stabilization time with unlimited horizon length" plots
throughout the Experiment Results section. As we can see on the plots, this ideal
objective function is not convex in most cases. This complicates controller devel-
opment in various ways. Firstly, with such objective function we no longer can use
convex optimization algorithms. Secondly, we need to somehow represent such
rather intricate function to work with it. It would also be good to have a relatively
fast way to calculate coefficients of this representation from matrices 4 and B, simi-
larly to how we can do it for objective function (3).

Of course, this ideal objective function can be, for example, precomputed for
some set of points in state-space and in order to interpolation, but this way the flexibil-
ity of digital controllers would be lost because this way the system's model no longer
can be fixed on the fly. This is a significant drawback, because in some cases coeffi-
cients of the system drift and so we do need to fix the model used in controller.

Thus, the question about computationally-efficient controller which would
give the best possiblestabilization speed is still open. Thus, we propose to test
new variants of controllers in a way described in this paper to have a
comprehensive picture of their strong points and limitations. Whileexamples in
this paper are, in fact, two-dimensional, this approach can also be extended for
systems with more dimensions. We can build heatmaps for different two-
dimensional slices of state-space, as it was described in the Experiment Design
section. This way we can see more comprehensive picture of stabilization
dynamics, than a single slice can give us. Considering all the uncertainties
mentioned above, it is advised to do so and not to approximate behavior of more
complex systems with behavior of previously explored more simple ones.

CONCLUSIONS

In this paper we proposed a way to appraise and visualize negative effects of
prediction horizon length limiting for particular system, objective function and scheme
of feedback loop used in controller. We also demonstrated stabilization dynamics for
some example systems with distinctive structures in case when the most basic variant
of MPC-based feedback loop is used. These observations gave us some valuable
insights about the stabilization dynamics with MPC-based controller in general.

It was shown that in many cases the losses from horizon length limiting can
grow indefinitely for initial system's states further from zero if the used
objective function optimize norm of predicted future state. Nevertheless, at least
in some cases this growth can be prevented with certain good state- space
transformation. It was also confirmed that for such objective function the losses
decrease with increase of the prediction horizon length limit.

As a side result, we were able to plot minimum required stabilization time for
various example systems, which can be used as the most efficient objective function if
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found. This objective function was shown to have an intricate structure which largely
depends on system's structure and representation. In our case the plots of this objective
function were obtained with excessive amount of computations, so how to efficiently
find and use it in practice remains an open question.

As there is an inexhaustible variety of possible modifications of the MPC-
based feedback loop, it is important to have an instrument to analyze how a
particular variant performs. The proposed method provides a convenient
visualization for this purpose. This way we can compare the already existing
stabilization methods and those to be developed with each other and with the
very limits of possible performance.

This visualization also gives an opportunity to fine-tune a particular sta-
bilization method and to determine amount of computational resources required
for it to achieve required performance.

The proposed visualization also allowed to have a glimpse of how the best
possible stabilization performance would look like. While in this work it required an
amount of computations inadequate for usage in online controllers, we hope that the
obtained results will help in future research in this direction to achieve best possible
stabilization times with reasonable computational resources.
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' [HCTHTYT IPUKIIAJHOTO CHCTEMHOTO aHATTi3Y,

HTYY «KuiBchkuii nonitexHuuHui iHCTUTYT iMeHi Irops Cikopchkoroy
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BUBIP JIOBXXMHW T'OPU3OHTY JIJIs1 KEPYBAHHS1 3A IIPO'HO3HOIO MOJIEJUIIO
Y JIHIMHNX CUCTEMAX 3 BATATBMA 3MIHHUMU TA BXOJAMU

Beryn. € mmpokuii CiekTp cHCTeM, sIKi MOKYTh OyTH OMHKCaHI 5K JIiHIMHI cucTeMu 3 Oararbma
3MIHHHMH Ta BXOJaMH, IO (YHKI[IOHYIOTh y JUCKpeTHOMY d4aci. Ll mMaTemaTHdHa MOIemb
YacTO 3aCTOCOBYETHCS B IHXKEHEDIi, ale TakoK MO)Ke OyTH 3aCTOCOBaHa y 0araThbOX iHIIHMX
chepax. 3aBmanHHs cTabuTI3alil CHCTEM TaKOrO TUITy € JOCHUTH PO3MOBCIOKEHHM. Y CTaTTi
PO3IIAIAETHCS TIXIA 10 KePyBAHHs 3a IIPOrHO3HO MOACIITIO Y PO3B'A3aHHi wi€i 3amaui. Moro
TOJIOBHUIM TMPUHIUI TOJATaE Y TEHEPYBaHHI KEPYIOUMX CHUTHAIB MDIIXOM ONTHMI3aIlii
MaiiOyTHIX CTaHiB, y SIKi mepeie cucTeMa BHACIIIOK IMX KepyBaHb, HA OOMEKEHOMY IpoO-
THO3HOMY TOPHM30HTI. X04a [eH MiXi/] JEMOHCTPY€E HeTOraHi pe3yybTaTh, Ha MPAKTULI 3aBKITH
€ 00OMeXeHHsI B 00YHMCITIOBAIBHUX pecypcax. Uepes 1ie ONTHMI3yBaTH HACHIAKA MailOyTHBOT
MOCITiIOBHOCTI KEPYBaHb € MOXJIMBHM JIMIIIC HA TOPU30HTaX 0OMEXEHOT TOBKUHU. TOMy Bax-
JIUBO PO3YMITH, K II¢ 0OMEKEHHS BIUTMBAE HA SKICTh KEPYBAHHSI.

MeTo10 CTaTTi € 3aIPOIIOHYBATH CIIOCIO OLIHIOBAaHHS HETaTWBHUX BILIMBIB OOMEXECHHS
MIPOTHO3HOTO TOPH30HTY JI0 IIEBHOI JOBXWUHH Ui KOHKPETHOI CHCTEMH, abW MOXHA OyIo
3poOuTH NMOiH(OPMOBaHE pillIeHHS MO0 1€l MAKCUMAaJIbHOT JOBXXHUHH 1 TAKUM YHHOM BHUOU-
patu Al KOHTpoJiepa MiKpOIIPOIecop 3 TIOCTATHBOK OOYHCITIOBAIILHO MOTYKHICTIO.

Metonu. Byo 3a1aHo ekiibKa iHAEKCIB, 110 XapaKTepU3yIOTh Iporec cradimizamii. Tern-
JIOBi KapTH iXHBOI 3aJIeKHOCTI BiJl TOYaTKOBOTO CTAHY CHCTEMH BUKOPHCTOBYIOTBCS SIK 3pydHA
Bizyaiizaiist 3MiH JUHaMIKK cTaOinmi3aiii CHCTEMH y 3aJIeKHOCTI BiJl MOYATKOBOTO CTaHy, a
TaKo)X HEraTWBHUX BIUIMBIB, COPHYMHEHUX OOMEKEHHSIM JOBKHHH IPOTHO3HOTO TOPU30HTY.
Taki TeroBi kapTi OyJi0 MOOYIOBAaHO /IS KUIBKOX BU3HAYHMX MPHUKIIA/IIB CHCTEM 3 PI3HUMHU
CTPYKTYpaMH IUISIXOM BUKOHAHHS BiIOBIJHUX OOYHCITIOBATBHUX EKCIICPHMEHTIB.
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PesyabTaTu. Brpatu Bijg 0OMeXeHHS JOBXKUHHM NPOTHO3HOTO TOPH3OHTY BapilOKOTHCS BiJl
3HAYHHUX JIO TIOBHOI 1X BiZICYTHOCTI Y 3aJIGXKHOCTI BiJl CTPYKTYpH CHCTeMH 1 ii moganss. L{i Brpatu
3MEHIIYIOThCS, SKIIO 30UIBLIINTH MEXY JOBXHHU IPOTHO3HOTO TOpH30HTY. [Ipocrta minboBa
(dyHKIis, 10 MiHIMI3ye HOPMY MailOyTHBOTO CTaHy, a€ HAWKpaIli pe3yJIbTaTH JJIS TaKUX CHC-
TEM, MaTPULIS IPUPOIAHBOTO BITYKY SIKHMX € JiarOHaIi30BHOIO Ha/I MOJIEM KOMILJIEKCHUX YHCeN 1 €
MOJIaHOI0 Yy JiticHourcIoBii XKopmaHosiit ¢opmi. [Hakie pe3ysibTaTi CHIBHO MOTiPITYFOTCS.

BucnoBku. /[uHamika cTadinizaiii CyTTEBO 3aJISKHUTh BiJl CTPYKTYpH cucteMu. ToMy BapTo
Oparu 1e 10 yBaru i OyayBaTd TEIUIOBI KapTy IHIEKCIB BTpaT Ul Npolecy crabumizauii abu Bu-
3HAYUTUCH 3 OOMEKCHHSAM Ha JIOBKHMHY IIPOTHO3HOTO TOPH30HTY. Brasie mpencTaBneHHs CUCTe-
MH MOXe€ 3MEHILNTH Yac cTabirizawii 32 yMoB 0OMeXeHHS Ha JJOBKHHY IPOrHO3HOTO TOPU30HTY.
Takox, (QyHKIIsI HAWMEHIIOro HEOOXiMHOro Yacy cTalOumi3amil Juisl MOYAaTKOBOTO CTaHy MOXKE
PO3MILLIATUCH SIK ieaNbHa IUThOBA (DYHKIS, ajge 3HAXO/KCHHS i€l QyHKIil s KOHKPETHOT
CHCTEMH € IIPOOTEMaTHYHIM.

Knrouoei cnosa: xepysants 3a npocHo3HOI0 MOOeLTI0, cucmema 3 bazamvMa 3MIHHUMU MA
6X00aMu, Meni06a Kapmd, CUHmMe3 Kepy8amHs, OUCKPEemHA Kepoeand cucmemad, NiMilHa
cucmema, pyxomuil 20pu3onn, cmabinizayisi.
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