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INTRODUCTION

Since the appearance of the fundamental works [1, 2], substantial progress has been achieved during past decades in the area of identification and learning automatic systems. This research direction remains actual up to now because of its importance from both theoretical and practical points of view. In last time, new results for designing adaptive identification and control systems have been derived by the Ukrainian researchers including one of the authors and summarized in the books [3, 4].

Over the past years, interest has been increasing toward the use of multilayer neural networks as adjustable models for the adaptive identification of nonlinearily parameterized dynamic systems [5–8]. Several learning methods for updating the weights of neural networks have been advanced in literature. Most of these methods rely on the gradient concept [8]. Although this concept has been successfully used in many empirical studies, there are very few fundamental results dealing with the convergence of gradient algorithms for learning neural networks. One of these results is based on utilizing the Lyapunov stability theory [6, 9].
The asymptotic behaviour of online adaptive gradient algorithms for the network learning has been studied by many authors. In particular, White [10] investigated the convergence of the learning process for the so-called feedforward network models with single hidden layer by using the stochastic approximation theory. The convergence results have been derived in [11–17] among many others provided that input signals have a probabilistic nature. In their stochastic approach, the learning rate goes to zero as the learning process tends to infinity. Unfortunately, this gives that the learning goes faster in the beginning and slows down in the late stage.

The convergence analysis of learning algorithm with deterministic (non-stochastic) nature has been given in [18–23]. In contrast to the stochastic approach, several of these results allow employing a constant learning rate [20, 24]. However, they assume that learning set must be finite whereas in online identification schemes, this set is theoretically infinite. To the best of author’s knowledge, there are no general results in literature concerning the global convergence properties of training procedures with a fixed learning rate applicable to the case of infinite learning set.

The distinguishing feature of multi-layer neural networks is that they describe some nonlinearly parameterized models needed to be identified. This leads to difficulties in deriving their convergence properties for a general case. To avoid these difficulties in non-stochastic case, the assumption that similar nonlinear functions need to be convex (concave) is introduced in [25]. However, such an assumption is not appropriate for neural network’s description of nonlinearity.

A popular approach to analyze the asymptotic behavior of online gradient algorithms in stochastic case is based on the Martingale convergence theory [26]. This approach has been exploited in [27] to derive some local convergence in stochastic framework for standard online gradient algorithms with the constant learning rate used for updating the parameters (weights) of neural networks models.

It is well known that the design of an adaptive or of other advanced control systems requires a model that gives an accurate description of the plant to be controlled. Within the so-called generalized inverse model-based approach, a new perfect controller has recently been devised in [28] to stabilize an arbitrary multi-input multi-output memoryless plant whose are assumed to be known. To cope with an uncertain multivariable plant having the nonsingular matrix gain, the standard adaptive control algorithms can directly be exploited in adjusting its inverse model [29, item 4.2.3°]. See also [4, subsect. 4.2]. However, they are quite not admissible if this matrix gain becomes singular as it is noted in the textbook [30, item 5.2.3].

Recently, a new adaptive control method to dealing with the possibly singular matrix gain of the linear multivariable plant in the presence of non-stochastic upper bounded disturbance has been advanced in [31].

This paper is an extension of recent results of [27, 31] related to the adaptation and learning algorithms in certain classes of the identification and control systems using the gradient concept. Specifically, the purpose of the paper is to establish the global convergence conditions of the standard gradient online learning algorithm in
the two-layer neural network model by utilizing the probabilistic asymptotic analysis. Also, it is required to derive the convergent adaptive control algorithm guaranteeing the boundedness of the signals in the closed-loop system which contains the multivariable memoryless plant with an arbitrary matrix gain in the presence of unmeasurable disturbances whose bounds are unknown.

**STATEMENT OF THE PROBLEMS**

Two different but close problems related to the adaptation and learning algorithms above mentioned are stated and solved.

The problem of analyzing the asymptotic properties of the online gradient learning algorithm in the neural network model. Let

$$y(n) = F(x(n))$$  \hspace{1cm} (1)

be the nonlinear equation describing a complex system to be identified. In this equation, $y(n) \in \mathbb{R}$ and $x(n) \in \mathbb{R}^N$ are the scalar output and the so-called state vector, respectively, available for the measurement at each $n$th time instant $(n=1, 2, \ldots)$, and $F: \mathbb{R}^N \rightarrow \mathbb{R}$ represents some unknown nonlinear mapping. (Note that $x(n)$ may include the current inputs of this system and possibly its past inputs and also outputs; see [1, subsect. 5.15].) Without loss of generality, one supposes that the nonlinearity

$$y = F(x)$$  \hspace{1cm} (2)

is the continuous and smooth function on a bounded but infinite set $X \subset \mathbb{R}^N$ (diam $X < \infty$).

To approximate (2) by a suitable nonlinearily parameterized function, the two-layer neural network model containing $M$ ($M \geq 1$) neurons in its hidden layer is employed. The inputs to the each $j$th neuron of this layer at the time instant $n$ are the components of $x(n)$. Its output signal at the $n$th time instant is specified as

$$y_j^{(1)}(n) = \sigma \left( b_j^{(1)} + \sum_{i=1}^N w_{ij}^{(1)} x_i(n) \right), \quad j = 1, \ldots, M,$$  \hspace{1cm} (3)

where $x_i(n)$ denotes the $i$th component of $x(n)$, and $w_{ij}^{(1)}$ and $b_j^{(1)}$ are the weight coefficients and the bias of this $j$th neuron, respectively. $\sigma(\cdot)$ denotes the so-called activation function defined usually as the sigmoid functions

$$\sigma(s) = \frac{1}{1 + \exp(-s)}$$  \hspace{1cm} (4)

or

$$\sigma(s) = \tanh (s).$$  \hspace{1cm} (5)
There is only one neuron in the output (second) layer, whose inputs are the outputs of the hidden layer’s neurons. The output signal of second layer, $y^{(2)}(n)$, at the time instant $n$ is determined by

$$y^{(2)}(n) = \sum_{j=1}^{M} w_j^{(2)} y_j^{(1)}(n) + b^{(2)},$$

(6)

where $w_1^{(2)}, \ldots, w_M^{(2)}$ are the weights of this neuron and $b^{(2)}$ is its bias.

Since $\sigma(\cdot)$s defined by (4) and (5) are nonlinear, it follows from (3), (6) that $y^{(2)}(n)$ is the nonlinear function depending on $x(n-1)$ and also on the $(M(N+2)+1)$-dimensional parameter vector

$$w=[w_1^{(1)}, \ldots, w_{M}^{(1)}, b_1^{(1)}, \ldots, w_1^{(1)}_M, \ldots, w_{M}^{(1)}, b_1^{(1)};$$

$$w_1^{(2)}, \ldots, w_M^{(2)}, b^{(2)}]^T.$$  

(7)

To emphasize this fact, define the output signal of the neural network in the form

$$y^{(2)}(n) = \text{NN}(x(n), w)$$

(8)

using the notation $\text{NN}: \mathbb{R}^N \times \mathbb{R}^{M(N+2)+1} \rightarrow \mathbb{R}$. Taking into account that the neural network plays the role of a model of (1), rewrite (8) as follows:

$$y_{\text{mod}}^{(2)}(n) = \text{NN}(x(n), w).$$

(9)

Now, define the variable

$$e = F(x) - \text{NN}(x, w)$$

(10)

representing the discrepancy between the nonlinearity (2) and its neural network’s model for a fixed $w$. Due to (1), it yields the current model error

$$e(n) = y(n) - \text{NN}(x(n), w)$$

(11)

which can be measured at the $n$th time instant. Further, introduce the usual quadratic loss function

$$Q(x, w) = [F(x) - \text{NN}(x, w)]^2.$$  

(12)

To do an adaptation of the neural network model to the uncertain system (1), the standard online gradient learning algorithm

$$w(n) = w(n-1) - \eta(n) \nabla_w Q(x(n), w(n-1))$$

(13)

taken, for example, from [1, 8] is utilized. In this algorithm, $\nabla_w Q(x(n), w(n-1))$ denotes the gradient of $Q(x, w)$ with respect to $w$ at $w = w(n-1)$ for given $x = x(n)$, and $\eta(n)$ is the learning rate (step size) of (13). Thus, (3), (6), (8) and (13) together with (9) and (12) describe the learning system necessary for the adaptive identification of (1). Suppose $\{x(n)\}$ is a sequence of vectors appearing randomly in accordance with some probability density function $p(x)$ such that
\[ \int_X p(x) \, dx = 1. \]

Furthermore, \( p(x) \) has the following properties:

\[ P\{x(n) \in X'\} := \int_{X'} p(x) \, dx > 0 \]

for any subset \( X' \subset X \) whose dimension is \( N \), and

\[ P\{x(n) \in X^*\} := \int_{X^*} p(x) \, dx = 0 \]

if \( \dim X^* < N \), where \( P\{\} \) denotes the probability of corresponding random event.

Additionally, it is assumed that \( p(x) \) represents a continuous function which may become zero only at some isolated points on \( X \).

Now, introduce the performance index

\[ J(w) = E\{Q(x, w)\} \]

which evaluates the quality of learning process with \( Q(x, w) \) given in (12). In this expression,

\[ E\{Q(x, w)\} := \int_X [F(x) - NN(x, w)]^2 p(x) \, dx \]

denotes the expectation of \( Q(x, w) \) with respect to the random \( x \).s.

The following problem is here stated. It is required to derive the conditions under which \( \{w(n)\} \) caused by the learning algorithm (13) will converge in the sense that

\[ J(w(n)) \rightarrow \inf_{w} J(w) \quad \text{as} \quad n \rightarrow \infty \]

almost sure (a.s.) for any initial \( w(0) \), where \( J(w(n)) \) is determined by (14) for \( w = w(n) \).

The problem of designing the adaptive control system which contains the linear memoryless plant with arbitrary matrix gain. Now, consider the linear multivariable memoryless plant described by

\[ y_n = Bu_n + v_n, \]

where \( y_n = [y_n^{(1)}, \ldots, y_n^{(N)}]^T \) is the \( N \)-dimensional output vector to be measured at \( n \)th time instant, \( u_n = [u_n^{(1)}, \ldots, u_n^{(N)}]^T \) is the \( N \)-dimensional vector of unmeasurable disturbances and

\[ B = \begin{pmatrix} b_{11} & \ldots & b_{1N} \\ \vdots & \ddots & \vdots \\ b_{N1} & \ldots & b_{NN} \end{pmatrix} \]

is an arbitrary \( N \times N \) matrix gain.

It is assumed that the elements of the matrix \( B \) in (17) are all unknown. However, there are some interval estimates

\[ b_{ik} \leq b_{ik} \leq \bar{b}_{ik}, \quad i, k = 1, \ldots, N \]

(18)
with the known upper and lower bounds. This implies that \( B \) in (16) may be ill-conditioned or even singular, in general. Hence its rank satisfies
\[
\text{rank } B \leq N.
\]

Suppose \( \{v_n^{(l)}\} \in \ell_{\infty} \), where \( \ell_{\infty} \) denotes the space of all bounded scalar sequences \( \{x_n\} \) having the norm \( \|x\|_{\infty} = \sup_{0 \leq n < \infty} |x_n| < \infty \). Thus,
\[
|v_n^{(l)}| \leq \varepsilon_i < \infty \quad \forall \ i = 1, \ldots, N,
\]
where \( \varepsilon_i \) s are constant. We assume that they are unknown, and it is essential.

Let \( y^0 = [y^{0(1)}, \ldots, y^{0(N)}]^T \) denote the desired output vector whose components satisfy
\[
|y^{0(1)}| + \cdots + |y^{0(N)}| \neq 0.
\]

The problem is to design an adaptive controller of the form
\[
u_{n+1} = U_n(u_n, y_n, y^0), \tag{20}\]
to be able to guarantee the boundedness of all signals in the closed-loop system (16), (20), i.e.,
\[
\limsup_{n \to \infty} (\|u_n\| + \|y_n\|) < \infty \tag{21}
\]
provided that the assumptions (18) and (19) hold. In the expression (20), \( U_n : \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}^N \) represents a time-varying linear operator defined later.

**MAIN RESULTS**

The convergence conditions for the learning algorithm in neural network model. The global stochastic convergence analysis of the gradient learning algorithm (13) (for an arbitrary \( w(0) \)) is based on employing the fundamental convergence conditions established in the following Key Technical Lemma which is the slightly reformulated Theorem 3 of [32].

**Key Technical Lemma.** Let \( V(w) \) be the so-called Lyapunov function to be satisfy the following properties:
\[
V(w) = 0 \quad \text{if} \quad w \in W^* \quad \text{and} \quad V(w) > 0 \quad \text{if} \quad w \notin W^*, \tag{22}
\]
and
\[
\|\nabla V(w') - \nabla (w')\| \leq L \|w' - w^*\| \tag{23}
\]
with the Lipschitz constant \( L > 0 \). Define the scalar variable
\[
H(w) = \nabla_w V(w)^T \nabla_w E\{Q(x, w)\} \tag{24}
\]
and denote
\[ H_n(w) := \nabla_w V(w(n))^T \nabla_w E\{Q(x, w(n))\}. \]

Suppose:
(i) \( H_n(w) \geq 0 \, \nabla V(w(n-1)), \ \theta_n > 0, \)
(ii) \( E\{\| \nabla_w Q(x, w(n)) \|^2 \} \leq \tau_n V(w(n)), \)
\( \tau_n \geq 0. \)

Introduce the additional variable
\[ v_n = \eta(n)(\theta_n - L\eta(n)\tau_n/2). \] (25)

Then the algorithm (13) yields \( \lim_{n \to \infty} V_n = 0 \) a.s. provided that \( E\{w(0)\} < \infty \) and
\[ 0 \leq v_n \leq 1, \] (26)
\[ \sum_{n=0}^{\infty} v_n = \infty, \] (27)
i.e., the limit
\[ \lim_{n \to \infty} V_n = 0 \] (28)
will be achieved with probability 1.

Related result followed from the Theorem 3′ of [32] is.

**Corollary.** Under the conditions of the Key Technical Lemma, if \( \theta_n \equiv 0 = \text{const} \) and \( \tau_n \equiv \tau = \text{const}, \) and \( \eta(n) \equiv \eta = \text{const}, \) then \( V_n \xrightarrow{n \to \infty} 0 \) a.s. provided that
\[ 0 < \eta \leq 2(\theta - \varepsilon)/L \tau \quad (0 < \varepsilon < \theta) \] (29)
is satisfied.

Consider, first, the case when \( F(x) \) can exactly be approximated by a neural network representation for all \( x \in X \) implying
\[ F(x) \equiv \text{NN}(x, w^*). \] (30)

In this case called in [8, p. 304] as the ideal case, we have \( J(w^*) = 0 \) (by virtue of (12), (14)).

Now, we are able to present the first convergence result summarized in the theorem below.

**Theorem 1.** Suppose the assumption (30) holds. Then the gradient algorithm (13) with a constant learning rate, \( \eta(n) \equiv \eta, \) will converge with probability 1 (in the sense that \( V_n \xrightarrow{n \to \infty} 0 \) a.s.) and
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\[
\lim_{n \to \infty} e(n) = 0 \quad \text{a.s.}
\]

(31)

for any initial \( w(0) \) chosen randomly so that \( E\{Q(x, w(0))\} < \infty \) if the conditions (29) with \( \theta \) and \( \tau \) specified by

\[
\theta := \inf_{w \notin W^*} \frac{\|\nabla_w E\{Q(x, w)\}\|^2}{E\{Q(x, w)\}},
\]

(32)

\[
\tau := \sup_{w \notin W^*} \frac{E\{\|\nabla_w Q(x, w)\|^2\}}{E\{Q(x, w)\}}
\]

(33)

are satisfied.

**Proof.** Set

\[
V(w) = E\{Q(x, w)\}.
\]

(34)

Then condition (22) and (23) can be shown to be valid. This indicates that \( V(w) \) of the form (34) may be taken as the Lyapunov function. By virtue of (24) such a choice of \( V(w) \) gives \( H(w) = \|\nabla_w E\{Q(x, w)\}\|^2 \). Putting \( \theta_n = 0 \) and \( \tau_n = \tau \) with \( \theta \) and \( \tau \) determined by (32) and (33), respectively, one can conclude that the conditions (i), (ii) of the Key Technical Lemma are satisfied. Applying its Corollary it proves that \( \lim_{n \to \infty} V_n = 0 \) with probability 1.

Due to the definition (34) of \( V(w) \) together with the assumption (30), result (31) follows.

Now, consider general case, where \( F(x) \) cannot exactly be approximated by \( \text{NN}(x, w) \) (as in (30)). Obviously, in this case, \( \inf_{w} Q(x, w^*) \neq 0 \), and the choice of a constant learning rate, \( \eta(n) = \eta_i \), is not appropriate [8].

The convergence results are established in the follow theorem.
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Theorem 2. Subject to the conditions

\[ \sum_{n=0}^{\infty} \eta(n) = \infty, \quad \sum_{n=0}^{\infty} \eta^2(n) < \infty, \]  

(35)

the gradient algorithm (13) yields

\[ \lim_{n \to \infty} E\{Q(x, w(n))\} = \inf_{w} E\{Q(x, w)\} \]  

a.s.

provided that \( \theta > 0 \) with \( \theta \) determined by (32).

**Proof.** Setting

\[ V_n = E\{Q(x, w(n))\} - \inf_{w} E\{Q(x, w)\} \]

it can show that the requirements (22) and (23) will be satisfied: \( V(w^*) = 0, \) and \( V(w) > 0 \) for \( w \neq w^* \). Since \( E\{|| \nabla_w Q(x, w) ||\}^2 > 0 \) for \( w = w^* \), it follows that condition (ii) of the Key Technical Lemma assumes \( \tau_n \to \infty \) as \( w(n) \to w^* \).

Suppose (ii) is not satisfied. Then, there is a finite \( \overline{\tau} \) such that

\[ E\{|| \nabla_w Q(x, w) ||\}^2 \leq \tau_n V(w(n)) \]  

with \( \tau_n \leq \overline{\tau} < \infty. \)  

(36)

Since \( \tau_n \) is assumed to be finite, there exists a finite \( n_0 \) such that requirement (27) will be satisfied for all sufficiently large \( n \geq n_0 \) provided that (i) takes place with \( \theta_n \geq 0 > 0 \) and \( E\{|w(n_0)|\} < \infty \) and the condition (b) of (35) is satisfied (due to the fact that (b) means \( \eta(n) \to 0 \) as \( n \to \infty \)).

Further, if the assumption \( \tau_n \leq \overline{\tau} < \infty \) holds then the series

\[ \sum_{n=n_0}^{\infty} \eta_n \theta_n \]  

with \( \theta_n \geq 0 > 0 \)

diverges whereas the series

\[ -\sum_{n=n_0}^{\infty} L \eta(n) \tau_n / 2 \]

converges (because of the validity of (a)). This gives that (27) takes also place.

Since \( \theta > 0 \), all the conditions of Key Technical Lemma are satisfied for \( n \geq n_0 \). By this Lemma, \( \lim_{n \to \infty} V_n = 0 \) a.s. Therefore, \( \tau_n \to \infty \) with probability 1. But this contradicts the assumption that \( \tau_n \leq \overline{\tau} < \infty \) (see (36)). Hence, this assumption is false. This fact proves the validity of result given in theorem.

**Remark 1.** Setting

\[ \theta_n := || \nabla_w E\{Q(x, w(n))\} ||^2 / E\{Q(x, w(n))\}, \]

\[ \tau_n := E\{|| \nabla_w Q(x, w(n)) ||^2 \} / E\{Q(x, w(n))\} \]
it can be concluded that, under the condition of the Theorem 2, the following features are observed: \( \theta_n > 0, \tau_n < \tau < \infty \) for all \( n \).

**Remark 2.** The conditions established in the theorem 1 and 2 are sufficient to guarantee the global convergence of (13) (for any \( w(0) \)) with probability 1 both in ideal and non-ideal cases. Under these conditions, the requirement (15) in which

\[
J(w(n)) = E\{Q(x, w(n))\}
\]

will obviously be satisfied (final result). Again, the essential feature of this result is that these convergence properties can be achieved without adding penalty term to \( Q(x, w(n)) \), as in [17].

Of course, the calculation of \( \theta \) and \( \tau \) for choosing the suitable constant learning rate, \( \eta \), according to (32), (33) seems to be hard. Meanwhile, \( \eta \) may be replaced by the time-varying \( \eta(n) \) satisfying the requirements (29) if necessary. Note that they are usual in the stochastic learning theory [1].

**Adaptive control of the plant (16) with an arbitrary \( B \).** Basic idea is the transaction from the adaptive identification of the true plant having the singular transfer matrix \( B \) to the adaptive identification of a fictitious plant with the nonsingular transfer matrix of the form

\[
\tilde{B} = B + \delta_0 I,
\]

(37)

where \( I \) denotes the identity matrix and \( \delta_0 \) is a fixed quantity.

Although \( \tilde{B} \) as well as \( B \) remain unknown, the requirement

\[
\det \tilde{B} \neq 0
\]

(38)

can always be satisfied by the suitable choice of \( \delta_0 \) in (37). In fact, each \( i \)th eigenvalue \( \lambda_i(B) \) of \( B \) lies in one of the \( N \) closed regions of the complex \( z \)-plane consisting of all the Geršgorin discs [33, p. 146]

\[
|z - b_{ii}| \leq \sum_{k=1 \atop k \neq i}^N |b_{ik}|, \quad i = 1, \ldots, N.
\]

(39)

Since, at least, one of the eigenvalues \( \lambda_i(B) \) is equal to zero (due to the singularity of \( B \)), by virtue of (8) there are the numbers

\[
\bar{b}^{(i)} := b_{ii} - \sum_{k=1 \atop k \neq i}^N |b_{ik}|, \quad \tilde{b}^{(i)} := b_{ii} + \sum_{k=1 \atop k \neq i}^N |b_{ik}|.
\]

(40)
such that if

$$|b_1| + \ldots + |b_{1N}| \neq 0$$  \hspace{1cm} (41)

then either $\beta^{(i)}(i) \leq 0$ but $\tilde{\beta}^{(i)} > 0$ or $\beta^{(i)} < 0$ but $\tilde{\beta}^{(i)} \geq 0$. These numbers define the intersection points of the $i$th Gershgorin disc with the real axis of the complex $z$-plane as shown in Figs 1 and 2, left. In both cases, $\beta^{(i)} \tilde{\beta}^{(i)} \leq 0$ if (11) is satisfied because $\beta^{(i)}$ and $\tilde{\beta}^{(i)}$ cannot have the same sign.

Denote

$$\underline{\beta} := \min\{\beta^{(1)}, \ldots, \beta^{(N)}\}, \quad \bar{\beta} := \max\{\beta^{(1)}, \ldots, \beta^{(N)}\}$$  \hspace{1cm} (42)

and consider the following cases: (a) $|\beta| < |\bar{\beta}|$; (b) $|\beta| > |\bar{\beta}|$ (The case when $|\beta| = |\bar{\beta}|$ can be combined with any two cases.) In order to go to the transfer matrix $\tilde{B}$ of the fictitious plant having the form (37) in the case (a), it is sufficient to shift the Gershgorin disc (39) right taking

$$\delta_0 > |\beta|,$$  \hspace{1cm} (43)
as shown in Fig. 1, right. In the case (b), the discs (39) need to be shifted left according to
\[ \delta_0 < -|\widetilde{\beta}|. \] (44)

See Fig. 1, right. In both cases, the nonsingularity of \( \widetilde{B} \) is guaranteed. Nevertheless, the conditions (43) and (44) cannot be satisfied, as yet. In fact, the numbers \( |\beta| \) and \( |\beta| \) given by the expressions (42) depend of \( \beta^{(i)} \) and \( \beta^{(i)} \)s defined by (40). But they are unknown because \( b_{ik} \)'s are all unknown.

To choose a number \( \delta_0 \) satisfying (38), we propose the following actions. Define
\[ \beta^{(i)}_{\min} := b_{ii} - \sum_{k=1}^{N} \max_{k \neq i} \{|b_{ik}|, |b_{ik}|\}, \] (45)
\[ \beta^{(i)}_{\max} := b_{ii} + \sum_{k=1}^{N} \max_{k \neq i} \{|b_{ik}|, |b_{ik}|\}, \] (46)
minimizing and maximizing the right side of (40) for \( \beta^{(i)} \) and \( \beta^{(i)} \), respectively in \( b_{ik} \in [\tilde{b}_{ik}, \tilde{b}_{ik}] \).

Now, introduce such quantities:
\[ \beta_{\min} := \min \{\beta^{(1)}_{\min}, \ldots, \beta^{(N)}_{\min}\}, \] (47)
\[ \beta_{\max} := \max \{\beta^{(1)}_{\max}, \ldots, \beta^{(N)}_{\max}\}. \]
Then \( \delta_0 \) has to satisfy the conditions
\[ \delta_0 > -\beta_{\min} \quad \text{for} \quad |\beta_{\min}| < |\beta_{\max}|, \] (48)
\[ \delta_0 < -\beta_{\max} \quad \text{for} \quad |\beta_{\min}| > |\beta_{\max}|. \]

It can be clarified that if (48) together with (45)–(47) will be satisfied then the condition (38) will without fail be ensured.

After determining the number \( \delta_0 \) we able to proceed to the consideration of the fictitious plant. Since the input variables \( u^{(1)}_n, \ldots, u^{(N)}_n \) and the disturbances \( v^{(1)}_n, \ldots, v^{(N)}_n \) of both true plant and fictitious plant are the same, this feature allows to describe our fictitious plant by the equation
\[ \tilde{y}_n = \tilde{B}u_n + v_n, \] (49)
similar to (1). In this equation, \( \tilde{y}_n = [\tilde{y}^{(1)}_n, \ldots, \tilde{y}^{(N)}_n]^T \) denotes the output vector of the fictitious plant.
It is interesting that the components of $\tilde{y}_n$ can be measured while the components of $v_n$ in (49) remain unmeasurable. In fact, substituting (37) into (49) due to (16) we produce

$$\tilde{y}_n = y_n + \delta_0 u_n.$$ (50)

It is seen from (50) that $\tilde{y}_n$ can always be found indirectly having $u_n$ and $y_n$ to be measured.

Now, our problem reduces to the problem of adaptive control applicable to the fictitious plant (49) with the unknown transfer matrix $\tilde{B}$ in the presence of arbitrary bounded disturbances $v_n^{(1)}, \ldots, v_n^{(1)}$ whose bounds, $\varepsilon_i$s, are also unknown. As in [4, item 4.2.3], the adaptive control law is designed in the from

$$u_{n+1} = u_n + \tilde{B}_n^{-1} \tilde{e}_n,$$ (51)

where instead of the current estimate $\hat{B}_n$ of $\tilde{B}$ is exploited where as the error vector

$$e_n = y_0 - y_n$$

is replaced by

$$\tilde{e}_n = y_0 - \tilde{y}_n.$$ (52)

with $\tilde{y}_n$ given by the expression (50).

The adaptive identification algorithm used to determine the estimates $\tilde{B}_n$ may be taken as

$$\tilde{h}_n^{(i)} = \tilde{h}_{n-1}^{(i)} - \gamma_n^{(i)} \frac{f(\varepsilon_n^{(i)}, \varepsilon_n^{(i)})}{1 + \|u_n\|^2} \nabla u_n \text{sign} \varepsilon_n^{(i)}, \quad i = 1, \ldots, N,$$ (53)

which is similar to that in [4, item 4.2.3]. In this algorithm, the following notations are introduced $\tilde{h}_n^{(i)T} = [\tilde{h}_1(n), \ldots, \tilde{h}_N(n)]$, $\nabla u_n := u_n - u_n-1$.

$$f(e, \varepsilon) = \begin{cases} 0 & \text{if } |e| \leq \varepsilon, \\ |e| - \varepsilon & \text{otherwise} \end{cases}$$ (54)

represents the dead-zone function depending on

$$\tilde{e}_n^{(i)} = \nabla \varepsilon_n^{(i)} - \tilde{h}_{n-1}^{(i)T} \nabla u_n,$$ (55)

which is the $i$th component of $\varepsilon_n^* = [\varepsilon_n^{(1)}, \ldots, \varepsilon_n^{(N)}]^T$, and on the past estimate $\varepsilon_n^{(i)}$ of the unknown $e^{(i)}$ found at the previous $(n-1)$th step. $\gamma_n^{(i)}$ is the coefficient chosen as

$$0 < \gamma' \leq \gamma_n \leq \gamma'' < 2$$ (56)

to ensure $\det \tilde{B}_n \neq 0$.

The algorithm for estimating $\varepsilon_n^{(i)}$s is specified by
\[ \varepsilon_n^{(i)} = \varepsilon_{n-1}^{(i)} + \gamma_n^{(i)} \frac{f(\varepsilon_n^{(i)}, \varepsilon_{n-1}^{(i)})}{1 + \|u_n\|^2}, \quad i = 1, \ldots, N. \] (57)

**Remark 3.** The dead-zone function \( f(e, \bar{e}) \) depicted in Fig. 3 differs from the dead-zone function utilized in the standard adaptation algorithms similar to (53) in that it is nonnegative and also its size is time-varying variable determined by the past estimate of the unknown bound on the disturbance.

![Fig. 3. The dead-zone function of the form (54)](image)

The asymptotic properties of the adaptive control algorithm designed above are established in the following theorem.

**Theorem 3.** Let the assumptions (18), (19) and (41) be valid. Consider the adaptive feedback control system containing the plant (16), the controller (51), (52) together with the adaptation algorithm (53) to (57). Put \( \varepsilon_n^{(i)} = 0 \) for all \( i = 1, \ldots, N \) and choose any initial estimate \( \bar{B}_0 = B_0 + \delta_0 I \) from the conditions

\[ b_{ik} \leq b_{ik}(0) \leq \bar{b}_{ik}. \]

Then:

(i) the sequence \( \{\bar{B}_n\} = \bar{B}_1, \bar{B}_2, \ldots, \) caused by (53)–(56) converges, i.e.,
\[ \lim_{n \to \infty} \bar{B}_n = \bar{B}_x; \]

(ii) the sequence \( \{e_n^{(i)}\} = e_0^{(i)}, e_1^{(i)}, \ldots \) caused by (57) is nondecreasing and is convergent, i.e.,
\[ \lim_{n \to \infty} \{e_n^{(i)}\} = e_{\infty}^{(i)}, \quad i = 1, \ldots, N; \]

(iii) the requirement (21) is satisfied.

**Proof.** The validity of (i) and (ii) follows immediately from the results which can be found in [4, subsect. 4.2]. It is based on exploiting the fact that
\[ V^{(i)}(n) = V_{\bar{b}}^{(i)}(n) + V_{\varepsilon}^{(i)}(n), \]

with
\[ V_{\bar{b}}^{(i)}(n) = \| \bar{b}^{(i)} - \bar{b}_n^{(i)} \|^2 \quad \text{and} \quad V_{\varepsilon}^{(i)}(n) = \| 2e - e_n^{(i)} \|^2, \]

where \( \bar{b}^{(i)} = [\bar{b}_{i1}, \ldots, \bar{b}_{iN}]^T \), is the Lyapunov function of the algorithm (53) to (57).

The proof of (iii) is based on the boundedness property for \( \{\bar{y}_n^{(i)}\} \) established in [4, subsect. 4.2]. Due to this property it can be written
\[
\limsup_{n \to \infty} \| y_n \| < \infty. 
\] (58)

Substituting (49) into (58) gives
\[
\limsup_{n \to \infty} (\tilde{B}u_n + v_n) < \infty. 
\] (59)

Since \( \{v_n\} \in \ell_{\infty} \times \cdots \times \ell_{\infty} \) and \( \tilde{B} \) is nonsingular from (59) it can be concluded that \( \{u_n\} \in \ell_{\infty} \times \cdots \times \ell_{\infty} \). By virtue of the boundedness of \( \{v_n\} \) it yields the boundedness of \( \{y_n\} \). Finally, this fact proves the validity of (iii).

CONCLUSIONS

The Lyapunov function approach is the suitable tool for analyzing the asymptotic behavior both of the gradient learning algorithm in the neural network identification systems and of the adaptive gradient algorithm in the certain closed-loop control systems.

Using the approach above mentioned, the two groups of global sufficient conditions which guarantee that the online gradient learning algorithm in neural network model for the identification of uncertain nonlinear systems acting in the stochastic environment will converge with probability 1. The first group of these conditions define the requirements under which this algorithm will be convergent a.s. with a constant learning rate. Such an asymptotic property holds in the ideal case where the nonlinearity to be identified can exactly be described by a neural network model. The second group of convergence conditions shows that this property can also be achieved in non-ideal case. Note that adding a penalty term to the current error function is indeed not necessary to guarantee this property.

It is established that in a worst case where the matrix gain of multivariable plant to be controlled is unknown and may be singular, and the bounds on the arbitrary unmeasurable disturbances remain unknown, the convergence of the gradient adaptation algorithm and the boundedness of all signals in the adaptive closed-loop system can be guaranteed.
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ADAPTATION AND LEARNING IN SOME CLASSES OF IDENTIFICATION AND CONTROL SYSTEMS
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Introduction. The paper deals with studying the asymptotical properties of the standard discrete-time gradient online learning algorithm in the two-layer neural network model of the uncertain nonlinear system to be identified. Also, the design of the discrete-time adaptive closed-loop system containing the linear multivariable memoryless plant with possibly singular but unknown matrix gain in the presence of unmeasurable bounded disturbances having the unknown bounds are addressed in this paper. It is assumed that the learning process in the neural network model is implemented in the stochastic environment whereas the adaptation of the plant model in the control system is based on the non-stochastic description of the external environment.

The purpose of the paper is to establish the global convergence conditions of the gradient online learning algorithm in the neural network model by utilizing the probabilistic asymptotic analysis and to derive the convergent adaptive control algorithm guaranteeing the boundedness of the signals in the closed-loop system which contains the multivariable memoryless plant with an arbitrary matrix gain in the presence of unmeasurable disturbances whose bounds are unknown.

Results. The Lyapunov function approach as the suitable tool for analyzing the asymptotic behavior both of the gradient learning algorithm in the neural network identification systems and of the adaptive gradient algorithm in the certain closed-loop control systems is utilized. Within this approach, the two groups of global sufficient conditions guaranteeing the convergence of the online gradient learning algorithm in neural network model with probability 1 are obtained. The first group of these conditions defines the requirements under which this algorithm will be convergent almost sure with a constant learning rate. Such an asymptotic property holds in the ideal case where the nonlinearity to be identified can exactly be described by a neural network model. The second group of convergence conditions shows that this property can also be achieved in non-ideal case. It turns out that adding a penalty term to the current error function is indeed not necessary to guarantee this property. It is established that in a worst case where the matrix gain of multivariable plant is unknown and may be singular, and the bounds on the arbitrary unmeasurable disturbances remain unknown, the convergence of the gradient adaptation algorithm and the boundedness of all signals in the adaptive closed-loop system can be ensured.

Conclusions. In order to guarantee the global convergence of the online learning algorithm in the neural network identification system with probability 1,
the certain conditions should be satisfied. Also the boundedness of all signals in the closed-loop adaptive control system containing the multivariable memoryless plant whose matrix gain is unknown and possibly singular can be achieved even if the bounds on the unmeasurable disturbances are unknown.

**Keywords:** neural network, gradient learning algorithm, convergence, multivariable memoryless plant, adaptive control algorithm, boundedness of the signals.
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